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Lay summary (EN)

This thesis contributes to the development of underwater robots for studying marine
ecosystems. Since field missions are costly and difficult to organize, it proposes the
creation of realistic virtual environments to test and validate these robots before de-
ployment. The work explores the procedural generation of underwater worlds inspired
by coral reefs, combining digital sketching, machine learning, and biological knowl-
edge. It introduces methods to build large-scale coral landscapes, simulate the living
organisms that inhabit them, and reproduce erosion and aging processes of marine
terrains. These interactive and modular tools keep the user at the center of creation
while integrating geological, biological, and oceanographic constraints. By bridging
robotics, ecology, and computer graphics, this research opens new perspectives for
virtual underwater exploration and robotic validation.

Résumé vulgarisé (FR)

Cette these s’inscrit dans le contexte des processus de validation de robots sous-marins
pour I’étude des écosystemes marins. Les campagnes de test en mer sont coliteuses et
difficiles a organiser, et I’environnement marin est difficilement controlable, ce qui rend
compliqué de mettre en oeuvre des scénarios de tests spécifiques. Cette these propose
donc de créer des environnements virtuels réalistes pour tester et valider ces robots
avant leur déploiement. Le travail explore la génération procédurale d’univers sous-
marins inspirés des récifs coralliens, en combinant dessin numérique, apprentissage
automatique et connaissances biologiques. Il introduit des méthodes pour construire
de vastes paysages coralliens, simuler la vie qui les peuple et reproduire 1’érosion et le
vieillissement des fonds marins. Ces outils interactifs et modulaires placent I’ utilisateur
au centre du processus tout en intégrant les contraintes géologiques, biologiques et
océanographiques. En réunissant robotique, écologie et informatique graphique, cette
recherche ouvre de nouvelles perspectives pour I’exploration sous-marine virtuelle et
la validation robotique.



Abstract (EN)

This thesis explores the procedural generation of 3D underwater environments to
provide realistic, controllable, and reproducible testbeds for developing autonomous
robots that observe marine fauna and flora. Because sea missions are rare, costly, and
hazardous, creating credible virtual seascapes becomes essential for verifying and
validating robot behavior, but also for observing and understanding the real world.
Such environments must respect geological, biological, and oceanographic constraints
while remaining sufficiently controllable to keep the user in charge.

This work presents a methodological framework for the design and modeling of
underwater environments, with a focus on coral-reef islands. The manuscript is
divided into three parts: large-scale generation of islands and their reefs via digital
sketching; ecosystem population with biotic and abiotic elements through multi-scale
simulation; and erosion simulation of virtual worlds to enhance realism.

The first contribution introduces a sketch-guided method for generating coral-reef
islands. The user draws the plan view and elevation profile to build an initial height map
of the island; a vector field representing winds and currents then deforms the landscape
to simulate their long-term effects. An analytical model of coral-reef morphology is
proposed to produce coherent height maps. We use this generation method to train a
conditional Generative Adversarial Network (cGAN), which significantly reduces the
constraints placed on the user during landscape design.

The second contribution proposes a multi-level semantic representation for ecosystem
population. We describe the landscape using biotic and abiotic environmental objects
endowed with attributes and generative rules. Our pipeline places and adapts objects
while preserving global coherence and locally modifying the environment, thereby
capturing ecological feedback loops between environment and objects without heavy
simulation. The output is independent of the terrain representation as well as its
resolution.

The third contribution introduces particle-based erosion for aging marine and terrestrial
landscapes, applicable to all terrain representations (surface- and volume-based) and
able to be coupled with an external fluid simulation. Thanks to their generality,
particles can simulate many natural phenomena such as wind, rain, currents, waves,
etc. Parallelization and controllability enable interactive use of this method.

Taken together, these three components form a coherent pipeline that links large-scale
island design, ecological population, and terrain evolution down to robot-scale details,
while keeping the user at the center of the process. The outcomes impact the fields of
computer graphics, underwater robotics, and ecology.



Résumé (FR)

Cette these explore la génération procédurale d’environnements sous-marins 3D afin
d’offrir des cas de test réalistes, controlables et reproductibles pour la validation de
robots autonomes d’observation des écosystemes marins. Les missions en mer étant
difficiles, cofiteuses et dangereuses, la création de paysages virtuels crédibles devient
essentielle pour valider le fonctionnement d’un robot, mais aussi pour observer et
comprendre le monde réel. Il faut des environnements a la fois fideles aux contraintes
géologiques, biologiques et océanographiques, et suffisamment contrdlables pour que
I’utilisateur en garde la maitrise.

Ce travail présente un cadre méthodologique pour la conception et la modélisation
d’environnements sous-marins, en particulier des 1les a récifs coralliens. Le manuscrit
est divisé en trois parties : la génération a grande échelle d’iles et de leurs récifs par
dessin numérique, le peuplement d’éléments biotiques et abiotiques dans le paysage
par simulation d’écosystemes multi-échelles, ainsi que la simulation d’érosion des
mondes virtuels afin d’ajouter du réalisme.

La premiere contribution présente une méthode de génération d’iles coralliennes
guidée par I’esquisse. L’ utilisateur dessine la forme en plan et le profil altimétrique
pour construire une premiere carte d’altitude de I’1le ; un champ vectoriel représentant
vents et courants déforme le paysage pour simuler leur effet a long terme. Un modele
analytique de forme de récif corallien est proposé€ pour produire des cartes d’altitude
cohérentes. Nous utilisons cette méthode de génération pour entrainer un réseau
génératif antagoniste conditionnel (cGAN), ce qui permet de réduire significativement
les contraintes imposées a I’utilisateur lors de la conception de son paysage.

La deuxieme contribution propose une représentation s€émantique multi-niveaux pour
le peuplement d’écosystemes. Nous décrivons le paysage au moyen d’objets environ-
nementaux biotiques et abiotiques dotés d’attributs et de regles de génération. Notre
pipeline place et adapte les objets en respectant la cohérence d’ensemble et modifie
localement I’environnement, ce qui permet de capturer des boucles de rétroaction entre
I’environnement et les objets sans simulation lourde. La sortie de cette méthode est
indépendante de la représentation du terrain, ainsi que de sa résolution.

La troisieéme contribution introduit une érosion par particules pour le vieillissement
de paysages marins et terrestres, applicable a toutes les représentations de terrain
(surfaciques et volumiques) et pouvant étre couplée a une simulation de fluides externe.
Grace a leur généralité, les particules permettent de simuler de nombreux phénomenes
naturels : vent, pluie, courants, vagues, etc. La parallélisation et le contrOle permettent
d’utiliser cette méthode de maniere interactive.

Ce travail en trois parties compose une chaine cohérente qui relie la conception a
grande échelle des iles, le peuplement écologique et 1’évolution des terrains jusqu’aux
détails perceptibles a I’échelle du robot, tout en conservant 1’ utilisateur au coeur du
processus. Les retombées touchent les domaines de I’informatique graphique, la
robotique sous-marine, et 1’écologie.



Résumé long (FR)

Cette these porte sur la génération procédurale d’environnements sous-marins tridi-
mensionnels, avec une attention particuliere portée aux récifs coralliens.

Elle s’inscrit plus largement dans le cadre d’une collaboration entre roboticiens, écolo-
gistes marins et informaticiens.

Le projet vise a développer des outils robotiques et informatiques pour mieux com-
prendre I’évolution de la biodiversité marine et faciliter I’observation écologique de
long terme.

Les missions de robotique sous-marine présentent des défis majeurs : conditions
environnementales imprévisibles, logistique coliteuse et risques matériels et humains
élevés.

Dans ce contexte, la simulation virtuelle d’environnements réalistes offre une solu-
tion complémentaire permettant de vérifier et valider les comportements des robots
autonomes dans des milieux complexes avant toute campagne en mer.

La génération procédurale d’environnements 3D vise précis€ément a produire de tels
mondes virtuels crédibles, controlables et multi-€chelles, tout en conservant I’humain
au centre du processus créatif.

Contexte scientifique et enjeux

Les océans recouvrent plus de 70 % de la surface terrestre et jouent un role essentiel
dans la régulation du climat et la préservation de la biodiversité.

Les récifs coralliens, bien que couvrant moins de 0,1 % du plancher océanique,
abritent pres du quart des especes marines connues. Leur observation réguliere est
indispensable pour détecter les changements écologiques et orienter les politiques de
conservation.

Cependant, les méthodes classiques de suivi (plongeurs, comptages visuels, capteurs
embarqués) demeurent coliteuses et limitées spatialement.

Les robots autonomes tels que REMI, développés au LIRMM, permettent de pallier
ces limites.

Néanmoins, leur validation nécessite des environnements d’essai diversifiés et repro-
ductibles, difficiles a obtenir dans le monde réel.

Les tests unitaires ou en bassin ne couvrent que des comportements simples, tandis
que les campagnes en mer introduisent une grande variabilité (remous, turbidité, faune,



courants, etc.).

L’usage de simulateurs robotiques permet alors de tester des comportements com-
plexes, mais la création de ces environnements requiert expertise logicielle et temps.
La conception automatisée de paysages sous-marins virtuels constitue donc un enjeu
central, tant pour la vérification robotique que pour la modélisation écologique et
I’informatique graphique.

Objectifs de la these

Cette recherche explore de nouveaux moyens de concevoir et générer des environ-
nements sous-marins procéduraux, plausibles et multi-échelles, afin de :

e Fournir des terrains de simulation réalistes pour la robotique et la modélisation
écologique;

e Offrir des outils de création interactifs a la fois rapides, contr6lables et scien-
tifiquement cohérents;

e Intégrer dans la génération des contraintes géologiques, biologiques et océanographiques.

La question centrale posée est la suivante : Comment guider efficacement 1’ utilisateur
dans la création de mondes virtuels tout en maintenant un contréle maximal sur le
résultat final ?

Contributions principales

La these s’articule autour de trois contributions complémentaires formant un pipeline
complet de génération, de la conception sémantique d’un paysage jusqu’a sa simulation
physique finale.

Génération d’iles coralliennes par esquisse et apprentissage automatique

La premicere contribution introduit une méthode originale de génération d’iles vol-
caniques coralliennes a partir d’esquisses interactives en deux projections (plan et
profil) couramment utilisées en géologie et en télédétection.

L’ utilisateur définit la forme générale de 1’ile (vue de dessus) et son profil altimétrique
(vue latérale) pour obtenir un premier modele 3D.

Un champ vectoriel de vent, dessiné par I’utilisateur, déforme cette esquisse pour
simuler les effets morphologiques a long terme du vent et des vagues.

Une fonction de résistance a la déformation contrdle la sensibilité des différentes zones
(roche volcanique, plage, récif, fond marin) a ces forcages, permettant de reproduire
des reliefs cohérents tout en restant interactif et intuitif.

Nous intégrons ensuite un modele analytique de croissance récifale inspiré de la
théorie de Darwin sur la formation des récifs coralliens.



Celui-ci simule I’évolution conjointe du volcan (subsidence) et du récif (croissance
verticale) afin de reproduire les principales morphologies observées : récifs frangeants,
récifs barrieres et atolls.

Les résultats de ce modele procédural servent a générer un ensemble de données syn-
thétiques, composé de paires (cartes sémantiques, champs de hauteur), qui alimentent
I’apprentissage d’un réseau antagoniste génératif conditionnel (cCGAN pix2pix).

Ce dernier associe un générateur U-Net et un discriminateur PatchGAN, entrainés
avec une perte combinée L1 + adversarielle, via I’optimiseur Adam, sur 10 000-20
000 échantillons issus du modele procédural enrichis par augmentations géométriques
et fusion douce smoothmax multi-iles.

Le réseau apprend ainsi la distribution statistique des structures coralliennes tout en
relachant les contraintes initiales (symétrie radiale, Tlot central).

L’approche combine la rigueur géologique du modele procédural et la flexibilité
créative offerte par 1’apprentissage automatique, ouvrant la voie a une génération
d’1les coralliennes controlable, réaliste et diversifiée.

Aspects techniques développés

o Interface a deux projections et esquisses paramétriques Définition géométrique
de I'ile a partir de deux vues complémentaires (plan et profil) fixant structure et échelle.

e Déformation controlée par champ vectoriel Les tracés de vent produisent un
champ anisotrope simulant les effets morphogéniques du vent et des vagues.

e Fonction de résistance paramétrée Régule localement 1’amplitude des déforma-
tions selon profondeur et matériau.

e Modele analytique de croissance récifale Couplage subsidence volcanique /
croissance corallienne pour générer récifs frangeants, barrieres et atolls.

e Génération et augmentation de données synthétiques Corpus structuré (cartes
sémantiques-hauteur) enrichi par translations, rotations, mises a 1’échelle et smoothmax
multi-iles.

e Apprentissage adversarial conditionnel Entrainement du cGAN pix2pix (U-Net
+ PatchGAN) assurant cohérence locale et diversité morphologique.

e Correction des biais procéduraux Le réseau surmonte la symétrie radiale et le
centrage imposés par le générateur procédural.

e Interopérabilité et export Sorties (cartes de hauteur et cartes sémantiques)
directement exploitables dans des simulateurs robotiques ou moteurs 3D.

Représentation sémantique des environnements

La seconde contribution introduit un cadre de représentation sémantique multi-niveau
pour la description et la génération d’environnements sous-marins.

Alors que les approches classiques reposent principalement sur la géométrie des objets,
notre modele propose une structuration hiérarchique d’entités symboliques (coraux,
roches, sédiments, algues, iles, etc.) reliées par des relations spatiales et écologiques.



Chaque entité est décrite par ses attributs géométriques (forme, orientation, échelle) et
sémantiques (type biologique, conditions préférentielles, interactions locales).

Cette organisation sémantique assure la cohérence écologique et morphologique d’un
paysage a différentes échelles, depuis la topographie globale jusqu’a la distribution
locale des colonies.

Le modele fonctionne comme une boucle de génération itérative : chaque placement
est évalué selon des criteres de viabilité, les champs environnementaux sont mis a jour
(diffusion, advection, dépdt), puis de nouvelles entités apparaissent dans les zones
restées favorables.

Les interactions reposent sur un schéma advection-réaction-diffusion appliqué a des
champs scalaires et vectoriels (énergie des vagues, luminosité, composition du sol,
humidité, sédiments).

Ces échanges produisent des effets d’auto-organisation comparables a ceux observés
dans les récifs réels : zonation, densité différentielle, colonisation préférentielle.

La représentation, indépendante du support géométrique (carte de hauteur, voxels,
maillages implicites), s’integre aisément dans des pipelines de simulation ou de
création et relie modélisation géométrique et écologique dans un cadre unifié.

Aspects techniques développés

e Boucle itérative de génération et rétroaction Cycle instanciation-évaluation-
mise a jour couplant entités et champs environnementaux, garantissant convergence et
stabilité.

e Fonctions de fitness et fitting squelettique Placement guidé par compatibilité
environnementale et ajustement des courbes par minimisation d’énergie.

e Modificateurs et propagation des effets Opérateurs locaux (matériaux, flux,
reliefs) simulant dépdts et perturbations hydrodynamiques.

e Matériaux environnementaux paramétrés Diffusion multi-couches (sable,
calcaire, matiere organique) sous advection contrdlée, sans solveur fluide explicite.

e Evénements géomorphologiques et interactivité Injection d’événements
globaux (tempétes, dépots, hausse du niveau d’eau) modifiant les champs écologiques
tout en préservant la cohérence sémantique.

e Compatibilité multi-représentations et export Instanciation possible en cartes
de hauteur, voxels ou surfaces implicites pour édition ou simulation.

Simulation d’érosion physique

La troisieme contribution présente un modele générique d’érosion par particules,
destiné a reproduire les processus de vieillissement et de remodelage des paysages
terrestres et sous-marins.

L’ approche repose sur une formulation lagrangienne : des particules indépendantes
suivent la dynamique d’un fluide (air ou eau) et interagissent localement avec le terrain.
A chaque collision, elles détachent, transportent puis déposent de la matiere selon des
lois physiques simplifiées dérivées de modeles de cisaillement pseudoplastiques et de



sédimentation.

Cette séparation explicite entre transport du fluide et modification du matériau permet
d’appliquer le modele a différents supports (cartes de hauteur, voxels, terrains a
couches ou surfaces implicites) sans ajustement structurel majeur.

Chaque particule constite une unité indépendante, permettant une implémentation
parallele.

Le simulateur atteint ainsi des performances interactives tout en reproduisant des effets
de long terme tels que abrasion, dépot sédimentaire ou formation de pentes d’équilibre.
Ce cadre unifié couvre aussi bien des phénomenes atmosphériques que sous-marins
(pluie, vent, houle, courants) et peut modéliser 1’érosion chimique ou le scouring
autour d’obstacles.

Il s’integre dans des pipelines de rendu, de génération procédurale ou de validation
robotique.

Aspects techniques développés

e Schéma lagrangien indépendant Chaque particule suit un cycle détachement-
transport-dépdt, sans interaction inter-particules, garantissant parallélisation et stabilité.

e Découplage fluide / matériau Le champ de vitesse est soit prescrit, soit fourni
par un solveur externe (SPH, FLIP), permettant un contrdle flexible.

e Modele d’abrasion et de dépot Les quantités érodées et déposées dépendent de
lois pseudoplastiques et de vitesses de sédimentation régies par densité, viscosité et
capacité de charge.

e Agnosticité représentationnelle Schéma commun pour cartes de hauteur, terrains
a couches, voxels et surfaces implicites.

Apports et retombées

Réunies, ces contributions forment un pipeline cohérent plagant 1’utilisateur au cen-
tre : du grand paysage (définition d’iles et plateformes) jusqu’au détail robotique
(micro-habitats, obstacles, turbidité), avec tracabilité des choix et contréles explicites
a chaque étape.

L approche combine modeles informés par les processus, regles écologiques simpli-
fiées et expertise humaine, conciliant exploration créative et exigence scientifique.

Sur le plan applicatif, ces outils ouvrent plusieurs perspectives :

e Robotique sous-marine : création d’environnements de test pour la navigation
autonome, la vision par ordinateur et la planification de trajectoires;

e Informatique graphique et divertissement : génération de mondes sous-marins
crédibles pour le cinéma, les jeux vidéo ou la réalité virtuelle;

e Ecologie et géosciences : exploration virtuelle d’hypoth&ses sur la formation,
I’évolution et 1’érosion des récifs coralliens.
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Perspectives

Plusieurs prolongements sont envisagés :

e (i) procédurale inverse pour inférer des regles a partir de scenes observées;

e (ii) guidage par données utilisateur pour capturer le style créatif et adapter la
génération;

e (ii1) modeles substitutifs appris pour accélérer le vieillissement sous contrainte
de fidélité;

e (iv) couplage plus étroit avec des solveurs d’écoulement lorsque la précision
hydrodynamique est requise.

Conclusion

La these démontre qu’il est possible de concevoir des environnements sous-marins
virtuels a la fois réalistes, contrdlables et scientifiquement crédibles, en combinant
modélisation procédurale, apprentissage automatique, représentation s€émantique et
simulation physique.

En placant I’utilisateur au centre de la boucle de création, elle dépasse les approches
purement automatiques pour proposer des outils collaboratifs entre humain et machine.
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Chapter

Introduction

The planet is currently experiencing an ecological crisis marked by global warming, the accelerated
loss of biodiversity, and the degradation of ecosystems. The oceans, which cover more than 70% of
the Earth’s surface, play a crucial role in climate regulation and in sustaining life on Earth [PEV20,
Vis18|]. Among them, coral reefs occupy a unique place: although they cover only a small portion
of the ocean floor, they are home to about 25% of known marine species. Additionally, these living
structures play an essential role in protecting coasts from erosion, support fisheries that are vital for
millions of people, and underpin tourist activities that are crucial for most island economies [FBS*14,
SBW*17, [PCBK11].

In this context, biodiversity monitoring has become a strategic priority. Tracking the dynamics of
marine communities makes it possible to identify threats rapidly, assess the effectiveness of marine
protected areas, and adapt conservation policies [HPSD17, |[YLPY?24]. Yet underwater monitoring
remains challenging: traditional methods based on divers or visual counts are costly, limited in time
and space, and subject to observation bias [EBMO4]. In coral reefs, where conditions are complex
(low light, irregular currents, fragile habitats), reliable and frequent surveys are indispensable for
ecologists to understanding and anticipating ecological change [MLD*21]].

It this context the BUBOT project (Better Understanding Biodiversity changes thanks to new Ob-
servation Tools) was launched. It is an interdisciplinary project led by the LIRMM (University of
Montpellier, CNRS) in collaboration with MARBEC (marine ecology), Espace-Dev (geography and
anthropology), CUFR Mayotte, Universidade Liirio in Mozambique, and the University of California,
Davis. BUBOT combines robotics, computer vision, ecology and the social sciences to improve the
understanding of biodiversity change and to provide robust tools for the long-term monitoring of the
reefs of Mayotte and the Sparse Islands, in the Mozambique Channel. Among its major achievements
is the development of the REMI underwater robot, designed to automate ecological surveys [HGG*20].

Using a robot offers several decisive advantages. Unlike divers, REMI can explore great depths or
hazardous areas, collect standardised data over long periods, and operate in conditions that would
be impossible or risky for a human [GGC*20]]. Its video recordings make it possible to identify
species using artificial intelligence algorithms [VMC*20, LBZ*24]| and to analyse reef structure with
increased precision through photogrametry [NMG*20].

REMI is an underwater robotic platform developed at LIRMM. Equipped with autonomous navigation
systems, and acoustic and optical sensors, it has been tested in a range of environments such as
Mayotte and the Mediterranean Sea [HGG*20, MLD*21]]. These campaigns demonstrated its potential
but also highlighted the complexity of missions in natural environments: rugged topography, unpre-
dictable currents, variable turbidity, and technical limitations such as power autonomy or underwater
communications.

Testing in robotics generally follows a multi-stage process [GGC*20]]. First, unit tests verify the

13



14 Chapter 1. Introduction

Large-scale egion of Interest Small-sca!e
generation augmentation Robot simulation
X~V
— [
Y
refinement g

Figure 1.1: The global objective of this project is to propose a pipeline from large-scale landscape
generation to robot-scale environment generation. The large-scale modelling allows to make sure
the environment will be consistent with the target context. Being able to navigate in different scales
permits to focus details in certain regions for the final result, or to iterate front-and-back with different
area of the landscape until satisfaction.

proper functioning of each component (motors, cameras, sealing systems). Next come pool tests,
easier to organise but far from real conditions: fresh water does not test resistance to salt, artificial
waves often reduce to simple sinusoidal shapes, there are neither complex ocean currents nor realistic
turbidity, sensors perform unrealistically well due to the absence of noise, and there is no fauna or
flora. Navigation in natural currents and natural seabed cannot be properly evaluated in a swimming
pool. Finally, field tests provide validation under real conditions but pose serious challenges: high
financial and logistical costs, mobilisation of large teams, dependence on a particular site (finding
a fault, an arch or a given type of fauna is not guaranteed), and risk of loss or damage to the robot.
Recovering a failed robot may require risky human intervention and prematurely end a mission if spare
parts are not available. Moreover, each field mission allows the testing of only a single combination of
conditions, leaving many potential situations unexplored.

REMI’s navigation must also contend with specific obstacles. A canyon should be followed down
to the bottom, but a perpendicular crack must be avoided to prevent collision with the opposite wall.
Arches and overhangs require avoiding unwarranted ascents to the surface in the presence of a rock
ceiling. Caves present an even more complex case: although the walls may appear distant, the robot
must recognise that it is trapped and turn back. The presence of mobile animals further complicates
decision-making: a school of fish can appear as a moving wall that the robot must interpret without
endangering itself or the fauna. Coral reefs themselves pose problems: their porosity can mislead
range sensors; algae such as Posidonia, which are difficult to detect, can damage the propellers; and
fine sand can be lifted into suspension by the thrusters, completely obscuring optical sensors.

(Virtual) Environment

These challenges illustrate the difficulty of reproducing Y )_’lmcb'wbt'_’l — }_;]
in real conditions all the situations that REMI may en- b
counter. Hence the growing interest in realistic virtual

environments instead of a real one in robot control loop ~ Figure 1.2: A generic control loop
(Figure[T.2). 3D modelling of underwater environments ~ Structure for a mobile robot [Her22]:
make it possible to simulate the presence of canyons,  the robot inside an environment, nat-
arches, fauna, turbulence, or turbidity conditions that are ural or virtual, uses sensors 10 sense
almost impossible to bring together in a single mission. S surrounding, process it with its con-
It reduces costs, avoids the risk of equipment loss, and  frollers, and activate actuators to re-

accelerates the development of decision-making algo- act. Well defined virtual environments
rithms. should be indistinguishable to a real

one for the robot.

These constraints highlight the need for controllable and realistic virtual testing environments. This
work therefore focuses on the modelling of virtual terrains designed to host a digital underwater
observation robot, offering a flexible testbed for validating its behaviour under well-defined conditions.
Procedural generation is the main method for avoiding the tedious task of creating large-scale and
small-scale 3D scenes by hand. The global pipeline of our approach (Figure keeps the user
involved throughout the environment creation process, enabling progressive refinement from large-
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scale landscapes down to small-scale, robot-level details.

Over the past 50 years, terrain generation has emerged as an increasingly active domain within the
field of computer graphics [FFC82, MKM&9, Mil86|, (GGP*19]]. As the demand for realistic and
automated processes has grown to support the creation of ever-larger and more detailed landscapes
effortlessly, terrain generation techniques have evolved accordingly. As these goals are progressively
achieved, a new trend shifts the focus towards greater user control. This work is focused on a specific
branch of terrain generation: modelling and authoring of landscapes.

Landscape generation finds applications in diverse fields such as biology, geology, and robotics
[THR23|CWL*23| |(Ger25, RHRH22]. Additionally, it has become a central tool in the entertainment
industry, particularly in video games and cinema, where creating realistic and dynamic environments
is key for immersive experiences. The ability to generate landscapes that help in understanding natural
rules and testing hypotheses makes this the ideal tool for both researchers and industries.

However, this exploration of the domain comes with significant challenges. In the case of underwater
environments, finding a balance between automation and user expectations is particularly complex:
the visual and physical rules governing seascapes (such as coral growth patterns, sediment deposition,
erosion by currents, or the interaction of light with water) differ markedly from those of terrestrial
landscapes. Managing scaling is also more challenging in this context, as underwater landscapes
often involve vast bathymetric structures while simultaneously requiring fine-scale details (e.g., coral
colonies, rocks, or vegetation) to remain scientifically relevant or visually convincing.

The central question guiding this research is: "How can we efficiently guide the user in the creation
of virtual content along the production process line to maintain as much control as possible over the
final product?". This concept of "guiding" rather than "replacing" the user is, from my point of view,
fundamental, as no machine can truly know better than a human what the final product should look
like. The goal is to present algorithms that can be used flexibly within a production pipeline, adapting
to many terrain representations, fluid solvers, landscape types, users’ hardware, or objectives, whether
the final use is real-time rendering, realism, or animation.

Maintaining control over the creative process is essential. Each generated result should meet the user’s
expectations, be explainable, and be easily correctable without requiring a complete regeneration.
This approach ensures that the user remains at the centre of the creative process, with the tools and
algorithms serving to enhance their objectives, rather than replacing the users themselves.

What sets this work apart is its emphasis on underwater landscapes or "seascapes"”, an area only
slightly touched upon in Computer Graphics, but important in domains such as marine biology,
oceanography, and underwater robotics. Furthermore, the extension of these techniques to new areas
for the entertainment industry, such as video games and cinema, opens the door to novel visual
experiences and storytelling techniques that take full advantage of the unique aesthetic and physical
characteristics of underwater environments.

1.1 Underwater landscape modelling challenges

Seascapes encompass the complex and dynamic terrains found beneath the ocean surface. Similarly as
landscapes above water level (which we will call "aerial landscapes"), underwater environments are
shaped by geological forces. However, biological activity, hydrodynamic processes, and chemical
interactions represent significantly more important factors of their formation and evolution than for
aerial environments. Coral reef islands represent a particularly intricate subset of these environments,
where the terrain is actively constructed and modified by living organisms, primarily reef-building
corals. The spatial and structural complexity of such systems, which span multiple scales from
individual coral polyps to entire reef platforms, poses unique challenges for their representation and
simulation.

In the context of procedural terrain generation, the modelling of underwater landscapes demands
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fundamentally different assumptions and techniques from those used for land-based terrains. The
submerged setting alters the influence of gravity, light, and fluid dynamics, while also introducing
significant observational constraints. Furthermore, the scarcity of high-resolution and volumetric
data capturing the structural complexity and biological processes of coral reef systems poses a
major challenge for data-driven or example-based modelling approaches. In this context, procedural
generation offers an alternative by synthesising underwater landscapes from first principles, guided by
interdisciplinary understanding of geological, biological, and hydrodynamic processes. This section
reviews the key environmental, observational, and modelling challenges associated with seascapes,
with a focus on those that motivate and constrain procedural terrain generation for coral reef island
systems.

1.1.1 Physical environment differences

The underwater environment differs fundamentally from terrestrial settings in the physical forces
that shape landscape formation, the conditions for biological growth, and the constraints imposed
on sensing and modelling. These differences directly impact the assumptions underlying terrain
generation and limit the applicability of methods developed for aerial landscapes.

First, although gravity remains a dominant force in geomorphological evolution, provoking sediment
transport and slope stability, buoyancy significantly alters the behaviour of materials and organisms
underwater. The net effect is a reduction in apparent weight and in gravity-driven surface processes,
particularly at smaller scales, where water movement becomes a dominant shaping force. Hydro-
dynamics plays a central role in shaping the morphology of coral reef systems by redistributing
sediments, constraining reef growth zones, and sculpting reef edges and channels [LF15].

Second, optical properties of seawater impose strict environmental constraints. Light attenuation
limits the available area for photosynthesis, which in turn defines vertical growth boundaries for reef-
building corals [Hus85]. It also constrains the applicability of remote sensing and optical measurement
techniques, limiting their effectiveness to shallow, clear-water environments.

Third, underwater terrains are shaped not only by physical processes but also by biological construction
and erosion. Reef-building organisms contribute directly to topographic complexity through accretion,
while bioeroder species like parrotfish, sponges, and urchins actively degrade and remodel the substrate
[PMK*13].

Finally, these coupled physical-biological interactions result in terrain features that are not only highly
complex, but also scale-dependent and dynamic. Overhangs, cavities, and porous structures restrict
standard heightmap-based representations. Furthermore, many features emerge from feedback loops
between hydrodynamics, sedimentation, and biological growth, further complicating attempts to
generalise aerial terrain modelling techniques to underwater environments.

1.1.2 Observation and 3D data acquisition challenges

Despite growing interest in seafloor mapping, high-resolution, volumetric datasets of coral reef
environments remain scarce. Most available data are limited to bathymetric or altimetric surface
representations, typically acquired through sonar or satellite-derived methods, which offer only
2.5D elevation maps and lack information on vertical and sub-surface complexity. Features such as
overhangs, internal cavities, and fine-scale biological structures are not captured, limiting the fidelity
of directly observed data.

Moreover optical or active remote sensing techniques, such as underwater photogrammetry or bathy-
metric LIDAR, are constrained to shallow and optically clear waters, and environments that are safe
for the diver or robot carrying the sensor. These methods are ineffective in turbid or deep environments,
which characterise large portions of reef systems, particularly mesophotic and fore-reef zones. As a
result, consistent 3D coverage across depth gradients is complex and time consuming with current
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technology.

In situ surveys are limited by logistical, financial, and environmental factors. Diver-based surveys,
effective at fine scales, are labour-intensive, spatially limited, and can disturb local fauna, thereby
introducing bias in biological assessments. Remotely Operated Vehicles (ROVs) offer greater depth
access but require tethering and constant supervision. Autonomous Underwater Vehicles (AUV5s),
in contrast, have shown promise in collecting low-disturbance imagery and acoustic data in a more
scalable manner [GBR*16,[MRYR18]], and represent a potential pathway for systematic 3D surveying
in the future.

1.1.3 Environmental dynamics and interdisciplinary integration

Coral reef terrains develop in relation to underlying geological structures and sedimentary processes.
Substrate stability and morphology are influenced by sediment supply which controls the distribution
of fine sediments in lagoons versus coarser rubble zones on reef fronts [MonO5|]. Tectonic uplift or
subsidence modulates relative sea level, determining exposure intervals that drive the formation of reef
terraces and platform architecture [Hop14|]. Geomorphologic events, such as submarine landslides or
turbidity currents on reef slopes, and wave-driven abrasion, further reshape bathymetry at meso- to
macroscale.

Hydrodynamic regimes strongly influence sediment transport, mechanical stress, and ecological
viability in reef environments. Persistent currents and wave action shaping erosion and deposition
patterns on slopes and flats, shape reef crests, and drive overtopping and flushing in lagoonal areas
[LEMAOQ9Y]. Episodic storms or large swell events can produce rapid morphological change via scour,
sediment redistribution, and coral breakage, punctuating longer-term growth trajectories. The evolving
reef morphology modifies local flow fields which in turn influence subsequent sediment dynamics and
biological processes.

In parallel to erosion processes driven by geological, climatic and hydrological events, the organic
nature of coral reef continuously remodels and regenerates the substrate. However, abiotic factors
such as light attenuation, temperature regimes, and water chemistry constrain both biological growth
and sedimentary behaviour. Light attenuation due to turbidity and depth limits photosynthesis, setting
depth boundaries for coral accretion [Kir94]]. Nutrient concentrations from terrestrial runoff can
shift community composition towards macroalgae or favour coral health. Turbidity governs sediment
deposition on reef surfaces.

Effectively integrating geological, ecological, hydrodynamic, and chemical knowledge requires the
reconciling of diverse data types and spatiotemporal resolutions. Geological data often spans over
millennial time scales and kilometre space scale, whereas ecological observations like colony growth
rates are studied in years and counted in metres; hydrodynamic models and sensor time series each
have their own spatiotemporal resolutions.

The complex, dynamic nature of reef environments motivates the use of process-informed procedural
generation rather than example-based interpolation. Algorithms should embody process-based con-
straints such as depth-dependent accretion limits, susceptibility to storm-induced degradation, and
form-flow feedbacks while allowing staged synthesis to yield realistic structural patterns. Simplified
feedback loops, such as adjusting local growth likelihood based on simulated flow attenuation, can
capture essential interactions without full physical simulation. Given data scarcity, procedural outputs
should support exploration across parameter spaces or alternative scenarios, making assumptions
transparent.

1.1.4 Procedural modelling challenges

Paris classifies geological structures in four spatial scales [Par23|]: the megascale describes landforms
spanning over more than 100km such as continents or mountain ranges, the macroscale between
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1km and 100km (e.g., islands, rivers or cave networks), the mesoscale ranging from 10m to 1km
contains most complex structures (e.g., arches, ravines, cliffs, ...) and finally the microscale for
features between 10cm and 10m, (e.g., sand ripples, ventifacts, rocks). Generally, we consider as
large-scale features that can be seen from far away while small-scale elements requires to be within
arm’s length to be observed.

Coral reef island landscapes exhibit structural complexity across scales ranging from millimetre- to
kilometre-scale features, and procedural generation must support seamless transitions among these
scales. At the microscale, individual coral morphologies, crevice networks, and sediment textures
determine fine habitat details, whereas at the mesoscale, colony aggregations, reef crests, and lagoon
basins define intermediate morphology. Macroscale features include the overall platform shape, island
emergence, and large geomorphic structures such as reef rims or terrace outlines.

Unlike aerial landscapes’ height fields, reef environments contain overhangs, cavities, and porous
frameworks created by biological accretion and bioerosion. Procedural methods must therefore
synthesise plausible volumetric geometry rather than relying solely on 2.5D surfaces. This could be
achieved through combinations of multiple surface and volume representations, the introduction of
rule-based solid modelling such as the use of L-systems for branching coral forms [[PL92, ALY 15|, and
the stochastic placement of "voids" to mimic bioerosion. A procedural pipeline may first establish a
coarse reef framework from depth-dependent envelope shapes and then instantiate volumetric modules
representing coral colonies and cavities according to ecological rules or bioerosion simulations. The
main challenge for such method is to integrate ecological rules and maintain computational tractability.

Physical processes such as hydrodynamic forces and sediment transport impose constraints on fea-
sible reef morphologies. While full Computational Fluid Dynamics (CFD) coupling for procedural
generation is typically impractical at large scales, hybrid approaches could incorporate simplified
physics-based rules. For example, a priori knowledge of relationships between reef shape and pre-
vailing wave energy informs the geometry of grooves-and-spurs. Sediment deposition rules from in
situ observation can guide the formation of lagoon floors or backreef accumulations. Such hybrid
modelling ensures that generated forms remain within plausible physical bounds.

Process-informed generation relies on encoding ecological constraints and interactions. Coral growth
algorithms may simulate accretion under light-dependent rules according to environmental parameters.
Agent-based models can represent competition for space, where faster-growing but fragile forms
may dominate in sheltered zones, whereas robust morphologies persist in high-energy areas [[AF00].
Simulated bioerosion events introduce heterogeneity and temporal variability. Although full temporal
simulation may be computationally expensive, stochastic modelling or staged synthesis (e.g., iterative
growth phases punctuated by disturbance events) may yield realistic geometry.

An effective procedural modelling framework for coral reef islands begins by defining a macroscopic
envelope (i.e., reef and island outline) based on generic geomorphic templates and parameters such
as island size and shape, sea level, or tectonic parameters (Chapter [3)). Subsequent stages instantiate
mesoscale reef structures by populating the base environment with ecologically informed semantic
entities (Chapter d)). Microscale details are then added by applying procedural textures or controlled
erosion simulations (Chapter [5).

1.2 Contributions and outlines

This thesis explores the procedural generation of underwater environments, with a particular focus
on coral reef islands. Our contributions are organised into three complementary parts, covering the
creation, structuring, and physical evolution of underwater terrains.

In Chapter [2] we first introduce the fundamentals of procedural terrain generation. A description of the
different terrain representations is provided, as well as an overview of coral biology and coral reef
formation.
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In Chapter 3] we propose a user-guided method for the
procedural creation of coral reef islands as illustrated
in Figure [I.3] Users sketch the island shape and eleva-
tion from two projections and define a wind field that
simulates long-term environmental deformation. The
system models coral growth and outputs heightmaps
that are further used to train a conditional Generative
Adversarial Network (cGAN) for diversified generation.
This method enables fast and controllable generation of
varied reef island configurations.

The semantic representation we present in Chapter [4]
aims to design features of a terrain with an abstraction
of its geometry. We introduce environmental objects
and their simplified representation from the real world,
which we used to obtain a symbolic representation of
the terrain features, biotic and abiotic, that are present
in the scene (such as the canyon, rocks and corals in
Figure[[.4). Using symbolism allows us to focus on the
interactions between the different elements to generate
a plausible ecosystem without the high computational
needs of running an accurate multiphysics simulation.
Moreover, the simplified representation used allows the
user to manipulate the layout of the final terrain without
having to choose a specific terrain representation.

To increase the realism and the visual impact of the
generated synthetic landscapes, the use of terrain en-
hancement techniques is often required. In Chapter 3]
we tackle the specific challenge of running erosion sim-
ulations, a type of enhancement that mimics the effects
of water, wind, and erosive forces on a virtual terrain
to improve the believability of the final landscape. A
particle-based erosion method is proposed, designed to
be generalisable for flexibility on multiple scales and rep-
resentations, with its implementation oriented towards
speed and parallelisation. The main flexibility of our
method is to be applicable to multiple terrain representa-
tions, agnostic to the fluid solver used, and generalised
for both landscapes and seascapes. Figure [[.3]illustrates
our method simulating coastal erosion, operating at the
air-water interface on a voxel grid.

Figure 1.3: Example of island gener-
ated in Chapter[3]

Figure 1.4: Example of ecosystem
generated in Chapter [}

Figure 1.5: Example of sea caves gen-
erated in Chapter Y]
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The purpose of this chapter is to establish the common ground required for the remainder of this thesis.
Because the three contributions presented in this thesis each come with their own specialised state of
the art, the role of this chapter is not to provide an exhaustive survey of algorithms, but rather to:

e introduce key concepts and terminology shared across all contributions;

e present the main terrain representations and interaction paradigms relevant to procedural mod-
elling;

e highlight biological and ecological principles of coral reefs that directly constrain modelling
choices.

Procedural generation of environments is at the intersection of realism, speed, and user control.
Achieving all three simultaneously remains an open challenge, particularly in the context of coral reef
islands where terrain is co-constructed by geological processes, hydrodynamics, and living organisms.
Understanding how existing approaches position themselves along this speed-realism-control triangle
will provide a framework for situating our own contributions.

A second cross-cutting issue is the choice of representation. From heightmaps to voxels and layered
models, each structure affords specific strengths (efficiency, volumetric detail, analytic flexibility)
but also imposes limitations (no overhangs, high memory cost, restricted editing). Because each
contribution in this thesis relies on a different representation, a concise overview is needed upfront to
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avoid duplication later.

Finally, modelling coral reef seascapes demands knowledge beyond computer graphics. The morphol-
ogy and ecology of corals impose environmental constraints (light dependence, depth ranges, growth
morphologies, competition with algae) that must be abstracted into procedural rules at small scales
(individual corals) to large scales (complete reefs).

Together, these elements form the conceptual scaffolding for the rest of the document. The chapter
first reviews the foundations of procedural terrain generation, then examines terrain representations
and interaction paradigms, before introducing coral colonies and coral reef biology.

2.1 Procedural terrain generation

Procedural generation consists of algorithmically creating content based on predefined rules, mathe-
matical models, or data-driven methods, rather than authoring it manually. The key advantage include
reducing storage needs (since content is generated on-the-fly), enabling rapid creation of large or
varied content, and supporting both reproducibility and controlled variability. These benefits are
especially valuable in terrain generation where large landscapes or seascape can be created from
compact parameters sets where artists, researchers, or domain experts can iterate quickly towards a
desired output through as few trials and errors as possible.
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The conceptual roots of procedural techniques in graph-
ics trace back to fractal geometry (see Figure 2.1)) and
noise functions (see Figure[2.2). Mandelbrot’s work on
fractals demonstrated how complex, self-similar struc-
tures can arise from simple rules and randomness, in-
fluencing landscape modelling approaches that mimic
natural roughness and multi-scale detail [Man83]). Per-
lin’s introduction of gradient noise provided a practical
mechanism to generate coherent pseudo-random pat-
terns for textures and terrain features [Per85]. These
foundational ideas underpin various terrain algorithms,

where noise at multiple scales produces hills, valleys, Figure 2.1: Fractal geometry: Sierpin-
and finer details. ski Triangle in Koch Snowflake, from

Larry Riddle.
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Procedural paradigms are often categorised as determin-
istic (repeatable given fixed inputs), stochastic (intro-
ducing randomness for variation), or hybrid (structure
defined by deterministic rules, with randomness filling
details). Rule-based systems, where content emerges
via iterative application of predefined rules or grammars,
play a central role in procedural generation, particularly
in generating structured features (e.g., river networks,
vegetation patterns). In terrain generation, determin-
istic components ensure global coherence (e.g., major
landmass shapes), while stochastic elements add natural
Figure 2.2: Example of procedural variability (e.g., subtle elevation perturbations).

noises.

Methods proposed in later chapters leverage these paradigms: for instance, the sketch-based island
method, combined with noise and data-driven augmentation from Chapter [3|yields varied yet controlled
outputs, and our ecosystem generator presented Chapter [ is governed by rule-based systems with
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stochastic sampling.

Recent advances integrate machine learning to learn distributions of terrain patches or entire landscapes
from data, enabling synthesis of realistic terrain patterns beyond hand-tuned noise parameters, using
especially generative models such as GANs or autoencoders. In Chapter [3| we use a conditional GAN
to diversify coral reef island heightmaps. Hence, a detailed description of learning-based terrain
methods appears in that chapter’s State-of-the-Art.

In interactive and production pipelines, procedural systems must balance realism, speed, and user
control. Fast evaluation (often parallelised and/or using GPU) supports real-time or near-interactive
feedback for artist-driven editing. Parameter design and UI tools (e.g., sketching, semantic objects,
masking) are critical to let users influence generation intuitively. The semantic environmental objects
framework proposed in Chapter 4] exemplifies user-centric design, enabling multi-scale editing and
expert knowledge integration.

Procedural terrain generation also encompasses physical simulation techniques such as erosion and
sediment transport models, that refine initial shapes to enhance plausibility. These simulations are
typically more expensive but can run offline or via parallel algorithms. Chapter 5| presents a particle-
based erosion method applicable across representations (height fields, voxels, etc.), reflecting this
integration of procedural and physical approaches.

Terrain refers to the physical features and configuration of a specific area of land. It includes the
elevation, slope, and the overall topography (e.g., mountains, valleys, plains, ...). Terrain is often
used to describe the surface characteristics of the land, focusing on the natural contours and the
geographical aspects that define a region’s physical form.

While the term "terrain" describes the physical characteristics of land, it does not include the natural
elements that shape an area’s identity. Elements such as vegetation, water bodies, and climatic
conditions are essential our perception and understanding of landscapes. Therefore, when discussing
procedural generation in virtual environments, "landscape generation" is a more fitting term, as it
integrates these natural elements along with the topographical features.

non

In addition to "terrain generation", other terms such as "landscape generation", "world generation",
and "environment generation" can be used to describe the creation of virtual landscapes. These terms
are interchangeable and all refer to the process of generating physical terrain along with natural and
artificial elements. However, by convention and for simplicity, the term "terrain generation" is most
commonly used in the Computer Graphics field. Despite its original focus on the physical features of
the land, "terrain generation" has evolved to encompass a broader range of environmental elements,
making it a convenient and widely accepted term for describing the comprehensive process of creating
virtual environments.

Next section presents different terrain representations used for virtual environments with their main
advantages and inconvenients.
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2.2 Terrain representations

A terrain can be represented in many different ways,
each suited to particular algorithms and interaction
paradigms. Figure [2.3]illustrates four main representa-
tions: height fields, layered models, density- and binary-
voxel grids. Because converting from one representation
to another generally incurs information loss, choosing an
appropriate underlying model is crucial for the quality
and controllability of procedural results.

For completeness, we note that several families do not
appear in our later chapters, including irregular meshes
and TINs (Triangulated Irregular Networks), and point-
based splats or surfels, or neural representations

Figure 2.3: An initial height map (top)
771.08, [AFD*21] [ACG22, |[CLY*24] |CSB*25| DGG24,
LYZ¥27] can be converted into multiple terrain

representations (bottom, from left to
This chapter therefore introduces only the models that ~ right): discrete height field, layered

will be used in the remainder of the thesis; the reader is model, density-voxel model (rendered
referred to for a comprehensive survey. with Marching Cubes), binary-voxel
model.

2.2.1 2.5D representations (Elevation models)

Elevation models describe the terrain by a height field /2 : R? — IR, assigning a single elevation value
to every planimetric location. Because each (x, i) has only one height, such models cannot express
overhangs or caves; we therefore refer to them as "2.5D". Mathematically, height fields are analogous
to images, making them amenable to decades of image-processing techniques. Their favourable
memory footprint and analytic simplicity explain their preponderance in open-world games, GIS, and
remote sensing.

Discrete height fields

Discrete height fields, often called "heightmaps", store sampled elevations on a regular grid (Figure[2.3]
top). Formally, they are a function g : Z? — R defined only on integer lattice points. To render
or analyse the terrain at arbitrary positions we reconstruct a continuous surface f1q : R?> — R using
interpolation (linear, bilinear, bicubic, ...) (Figure 2.4} right). Their raster nature aligns with GPUs and
with convolutional neural architectures such as those used in Chapter 3] Discrete grids scale to large
terrains with modest memory footprint, but fixes the dimensions and resolution of the domain.

Interpolated h(p)
h(p) N TN
o
P | P :
> % -
Implicit elevation Discrete elevation

Figure 2.4: Elevation models can be (left) implicit functions evaluated at any point, or (right) discrete
samples augmented with interpolation to recover a continuous surface [[GGP*19).
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Figure 2.5: Top: an implicit height field can be ray-traced at any resolution. Bottom: discrete height
fields (samples of the top function) have fixed resolution: finer meshes approach the implicit surface,
whereas down-sampling inevitably loses detail.

Implicit height fields

An implicit height field represents the terrain by a closed-
form or procedural function 4 : R? — R that can be
_ . evaluated at any (x,y) (Figure left). Because no
Final terrain samples are stored, the representation is compact and
inherently multi-scale (in opposition of discrete height

Replace

River . . fields, as visible in Figure , and it supports analytic

Bumpy hills  Smooth hills operations. These pripert%bmake it thz:pbackbone}:’ of

. o - the semantic terrain synthesis developed in Chapter 4]

Figure 2.6: Primitives composition The drawback is runtime cost: densely evaluating a

tree, blending two hills together, then complex function over a large domain is computationally
replacing a part of the surface with a expensive, but allow "on-demand" evaluation.

river path [[GGP*I5|].

Beyond the construction-tree model of (Figure [2.6)), several other implicit 2.5D terrain
representations are commonly employed: gradient-noise fractals (e.g., Perlin, Simplex or FBM)
provide fast, tileable, and stochastic detail; spectral or analytic formulas (e.g., ridge-noise, domain
warps or erosion kernels) enable semantically tuned landforms; feature-curve diffusion techniques
allow users to define ridges and rivers via polylines which are then diffused into the height field; vector-
primitive models blend geometric shapes like ellipsoids or plates directly into the terrain surface; and
radial-basis-function (RBF) implicits fit a sparse set of control points with smooth Hermite interpolants
for interactive editing .

These alternatives are surveyed in depth in Chapter 3] State-of-the-Art.

2.2.2 3D representations (Volumetric models)

Volumetric models encode not only the terrain surface but also its inside and outside, making it
possible to represent overhangs, caves, voids, and material heterogeneity that 2.5D elevation models
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cannot capture. We organise them into three families: implicit fields, discrete voxel grids, and layered
models.

Implicit volumetric models

An implicit model defines a signed or unsigned scalar @

field f; : R3 — R; the terrain surface is the isosurface 7=

fi(x) = 0. Positive values typically denote solid matter, /N 7o\
negative values air. Because the field is continuous, im- ‘ Qe Parc
plicit models enable smooth blends, Constructive Solid <0

Geometry (CSG) operations (Figure 2.7), and multi-
scale detail synthesis [PGP*19]]. Their main drawbacks ~ Figure 2.7: CSG tree combining im-

are the cost of dense evaluation and the need to polygo-  plicit primitives with intersection (left),
nise (e.g. Marching Cubes) for rasterisation [dALJ*15]|.  wunions (right) and difference (top) oper-
ations.

Signed-Distance Fields (SDFs) store the shortest distance to the surface and are widely used for
real-time deformation and global illumination. Adaptively-Sampled Distance Fields (ADF) refine the
grid where detail is needed, while sparse voxel SDFs, such as OpenVDB, scale to billions of voxels
[FPRJO0, Mus13]. Radial-basis implicit volumes offer smooth interpolation from scattered samples.

Discrete voxel grid models

A voxel grid partitions space into a regular lattice Z3; each lattice point v = (1,7, k) stores a datum
describing the local state of the terrain. Because grids are topologically simple and cache-friendly,
they interface well with GPU rasterisers, cellular-automata solvers, and image-processing operators
extended to 3-D. The main drawback is cubic memory growth; sparse and hierarchical encodings
(SVO, DAG, OpenVDB) alleviate this when the occupied volume is far below the bounding box

[LK10, VMGI17, Mus13].

Voxel grids support boolean set operations, distance transforms, morphological filters, and mesh
extraction (Marching Cubes, Dual Contouring) in a very similar fashion as the their 2D conterparts in
image processing (binary images, indexed images, and greyscale images).

Binary voxel grids

Binary voxel grids record pure occupancy, defined as
0: 73+ {0,1}. Their single-bit payload makes them
the lightest form of volumetric storage, and simple bit-
packing enables SIMD flood-fills or cellular automata.
When combined with Sparse Voxel Octrees or voxel

DAGs they scale to scenes containing 1012 voxels while
Figure 2.8: Binary surface (left) vs. keeping GPU residency practical VMGT17]. The
density-grid isosurface (right). Density  downside is blocky surfaces: without post-processing,
grids preserve curved boundaries with- silhouettes follow axis-aligned voxel faces (see Fig-
out refining the lattice. ure [2.8] left). Smoothing kernels or surface nets can

mitigate this at the cost of losing exact occupancy.



2.3. User interaction for procedural terrain generation 27

Material voxel grids

Material grids extend binary occupancy with categorical
information (stone, sand, water, ...) with y : 73— M
(with M a material from a finite material set). They
are the volumetric analogue of indexed images and form
the basis of block-based worlds such as (Fig-
ure[2.9). Each update affects exactly one cell, making
editing and cellular-automata simulation intuitive. The
obvious limitation is abrupt boundaries: transitions re-
main voxel-aligned.

Figure 2.9: Each cell of the voxel grid
is encoded with a material, visible by
different textures.

Density voxel grids

Storing a real-valued scalar per voxel enables implicit isosurfaces inside the grid, defined as
d : Z3 — R with d typically an occupacy fraction or a signed distance. Marching Cubes or Dual
Contouring produce triangle meshes with sub-voxel geometric accuracy (Figure [2.8] right), while
the grid still supports topology-aware editing via direct field arithmetic. Applications range from
high-fidelity VFX terrain in OpenVDB to destructive game mechanics and GPU-based fluid
coupling. Memory cost is higher than its binary counterpart (4 or 8 bytes per voxel instead of one),
but sparsity structures or narrow-band storage tame the overhead [FPRJ0O].

Layered models

l:l Air —

|:| Water Material Layer L N . :
B ocis Benes and Forsbach introduced a layered-based terrain
[ sand ] representation in which the landscape is discretized as
[ Bedrock | a 2D grid of vertical material stacks, each composed
Material Types - Material Stack  Amay of Material Stacks of horizontal strata representing a single homogeneous

Figure 2.10: Layer representation as material (e.g., water, sand, bedrock, ... presented in
described in [BFOT)]. [PGGM09)] al- Figure 2.10) [BFOI]. The terrain surface is given by the
lows air and water strata to be inserted ~ Neight of the top layer in each stack.

between solid material strata.

Peytavie et al. improved the structure in two critical
ways [PGGMO9]. First, they introduce an explicit air
layer that may be inserted between solid strata to al-
low true 3D features such as caves, overhangs, and
arches. Second, they couple this discrete stack data Figure 2.11: The implicit volume (right,
with a convolution-based implicit surface field f(p), de-  red ) computed from layers-based ter-
fined as the normalised local volume fraction of solid rain (left) is obtain by computing all
material V( within a cubic kernel V. The zero-level  points p for which a cubic kernel sup-
set Vg = %VQ is polygonized to form a smooth, ed-  port (middle) contains more solid ma-
itable surface mesh (see Figure 2.11] using the empty  ferial V '\ than fluid material Vg in
volume Vg = Vo — V). i

2.3 User interaction for procedural terrain generation

Procedural algorithms are designed to find a balance between three main objectives: controllability,
realism, and computation speed [EPW*03| [STBB 14} |[GGP*19]. In our work, we positioned our focus
on the inclusion of the user in the generation process, resulting in a need to focus our attention on
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controllability for authoring landscapes, and computation speed in order to quickly visualise results,
allowing to efficiently interact with the system to reach the user goals. In this section, we briefly
present the tools available for interacting with a procedural system.

Procedural terrain generation algorithms typically rely on user-defined parameters to produce results
that meet specific needs. To effectively involve users in the creation process, it is essential to provide
tools that allow intuitive interaction with these parameters. These parameters vary widely in nature,
and each type benefits from different kinds of interaction tools. While prior surveys have discussed
categories of procedural methods [SKG*09, [STBB14, |GGP*19|], we propose to broadly classify
interactive tools for procedural terrain generation along a global-to-local spectrum:

e Global procedural parameters: Values that reshape the whole terrain field at once.
This category includes noise parameters (e.g., frequency, amplitude, octaves) that drive the terrain
base-shape variation [[Per85, [FFC82], and physical constants (e.g., erosion sediment capacity, wind
strength) used by simulation passes [BFO1, PPG*19].
These numerical values are usually exposed through spinboxes, sliders, or configuration files.

e Regional controls (masks and density maps): Binary or weighted maps that localise subsequent
generators, indicating where and with what intensity to apply a process [dCB09, SS03].
Users paint or import these masks with brush tools, which are often using weighted values to avoid
the hard edges of binary masks.

o Assets and features placement: Interactive positioning (or scattering) of discrete assets such as
rock arches, buildings, or river splines [BKRE17,|GPG*16].
Users click to set an initial xyz location, then translate, rotate, or duplicate as needed.

e Surface sculpting (manual and procedural brushes): Point-level edits that raise, lower, smooth,
or terrace the height field [GH91, | GMO5, CHCC21]].
Users control the brush effect through parameters like radius, intensity, and falloff shape.

Each developer uses specific strategies for each type of parameters as the needs and objectives of each
application are different. Providing the user with too many parameters can be overwhelming, while too
few limits the output possibilities [TCL*13]]. In the meantime, providing unintuitive parameters such
as dimensionless values often results in a trial-and-error strategy, requiring the generation algorithm to
be run many times before finding the appropriate values. This implies that the algorithms must be
able to be executed fast. On the opposite side, removing user controls to use hard-coded constants
instead increases processing speed. Finally, an algorithm that aims to be fast or let the user control
numerous parameters may reduce the realism of the output. Most algorithms try to strike a balance
between realism, speed, and control.

Realism refers to the extent to which generated content accurately represents real-world characteristics,
such as visual details, physical processes, and natural patterns. This is especially important in
simulations, visualisations, and training environments where physical accuracy is critical. Techniques
to enhance realism include physical simulations, which model erosion processes and the integration of
expert knowledge from geological and ecological fields. However, achieving realism is challenging
due to the complexity of detailed simulations and the need for specialised expertise, which may
demand substantial computational resources and inputs. Usually, a realistic algorithm tends to have
low user control and speed.

On the other hand, speed is about the efficiency of content generation within acceptable time constraints.
While no official categorisation has been set, we propose to describe levels of speed based on response
time for generation:

e Real-time: less than 30 milliseconds, essential for interactive applications such as VR environ-
ments,
o Interactive: under 3 seconds, suitable for user-driven customisation in games and simulations,

e Near-interactive: less than 5 minutes, applicable for larger-scale simulations where some delay
is acceptable,
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e Offline: greater than 5 minutes, often used for precomputed content or offline rendering.

The execution speed of a procedural algorithm is crucial as the user fine-tunes the parameters before
being satisfied [STBB14]]. Optimising speed involves using efficient algorithms and parallel processing.
Almost all recent works achieve fast execution times thanks to high parallelisation on GPU [Ols04]].
Other types of algorithm may rely on a refinement paradigm, generating a coarse result at first and
then iteratively adding finer details, such that the global output shape is available long before the real
final result.

2.4 Coral biology

Coral reefs, once misunderstood as sea plants or lifeless rocks, are now known to be biologically rich
structures formed by colonies of marine invertebrates. Technological advances in the 20th century,
including scuba diving and sonar mapping, enabled direct observation of reefs, revealing their complex
ecological and geological roles. Today, tools such as remote sensing and genetic analysis continue to
enhance our understanding of their biodiversity and spatial patterns.

This section summarises key biological and ecological features of corals, focusing on elements relevant
to reef morphology and terrain modelling.

2.4.1 Coral polyps and colonies

Coral polyps, illustrated in Figure[2.12] are small soft-
bodied marine invertebrates that secrete calcium car-
bonate (CaCOy) to build an external exoskeleton. Over
time, successive secretion by many polyps produces the
rigid framework of a reef. Symbiosis with zooxanthel-
lae (photosynthetic algae) supplies most of the energy
for calcification; this makes coral growth strongly light-
dependent and tied to shallow, clear-water zones.

From a terrain generation perspective, the CaCOj se-
cretion underlies the elevation of reef structures and the
light-dependence of the polyps implies depth-based con-
straints on where reef heights appear, relative to water
level. Moreover, coral-built substrate produced by accu-
mulated skeleton, or "dead coral", increases landscape
resistance to erosion.

Figure 2.12: Anatomy of a single polyp,
ranging in size from one to three mil-
limeters in diameter.

Coral colonies adopt varied growth forms adapted to local conditions (light, water motion, depth).
Classifying coral species has been done using different criteria [KLR*20]: by coverage [Kuc86,
BBM*09, PGP*19], by dominant taxa [Sto69]], or by coral growth morphology [MH99,|GSWO06]. We
use the classification of hard corals from [[GSWO6|| to describe five different coral morphologies and
their typical properties in reefs: massive, branching, foliose, table and encrustring, which we detail in
the following.
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e Massive: These corals form large boulder-like
shapes reaching several metres in diameter under calm
conditions (Figure 2.13). Found on reef slopes and
back-reefs in low to moderate energy, up to about 30 m
depth, tolerating moderate to low light, their slow growth

persists over centuries in stable conditions [[CLR*20)].

They are foundational reef-builders, providing long-term
structural stability and substrate for other organisms

to settle, while hosting diverse fishes in their crevices.

Their bulk buffers wave energy, alters flow to form
sediment-depositing lee zones, stabilises the substrate,

and produces oxygen over large surfaces [BKS*14]].

Figure 2.13: Large Porite lobata -
Photo credit: Luis Lamar.

e Branching: These corals exhibit tree-like branches

Figure 2.14: A field of staghorn coral -
Photo credit: NOAA.

e Foliose: These corals form leaf-like laminae often

with lengths often exceeding 1-2 m (Figure 2.14). They
occupy shallow reef surfaces, up to 20 m deep in high-
light, high-energy environments. Fast-growing, they
rapidly deposit carbonate, create 3D nurseries for juve-
nile fish, and support biodiversity. Their high rugosity
increases turbulence and drag, altering currents, trapping

sediment, and producing oxygen [BKS*14, OCTR23].
Fragile branches break in storms, aiding dispersal via

fragmentation [MANS13]]

spanning over a metre wide (Figure 2.15)). They inhabit
back-reefs and reef flats between 2 to 20 m depth with
moderate flow and light. They provide microhabitats,
surface for symbionts, trap sediment, and contribute

Figure 2.15: Pavona cactus - Photo

moderate carbonate.

Figure 2.16: Example of an Acropora
pulchra, forming a large table - Photo
credit: Albert Kok.

e Encrusting: These corals grow as thin mats tightly

credit: Benzoni, F.

o Table/Plate: These corals develop broad plates
up to 3 m wide in shallow, well-lit reef crest and upper
fore-reef zones above 15 m deep (Figure 2.16). They
maximise photosynthesis and carbonate production, of-
fer horizontal habitats and shaded refuges, and support
encrusting life beneath which alters water flow by caus-
ing divergence above and shadows below, redistributing
sediment, and producing oxygen. Fragile in storms, they
form rubble that aids colonisation when fragmented.

adhering to substrate for about a metre wide and up to
40 m deep, tolerating various flow regimes. By resisting
breakage and binding rubbles, they stabilise the substrate
and cohesion, reducing erosion. Psammocora, displayed
in Figure[2.17] spans over a part of massive coral and the
soil surface, protecting the covered coral from erosion
and stabilising the colony, but blocking the sunlight from
reaching it.

Figure 2.17: Psammocora - Photo
credit: Michael Paletta.
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2.4.2 Ecological interactions

Coral dispersal and colonisation occurs at multiple scales through budding (local polyp duplication),
brooding (larvae settle near parent), polyp bail-out (stress-induced short-range resettlement), frag-
mentation (medium-range reattachment after disturbance), and broadcast spawning (long-range larval
drift).

This diffusion is balanced with their mortality and en-
vironmental factors limiting their spread. The most no-
table factors taken into account are elevation of tempera-
ture and CO, concentration, visible through the increase
in their bleaching frequency and reduction of resilience,
as well as pollution, which favours algal blooms, over-
coming and shading polyps [MJDO1], [CCK*21]]. An-
other key factor is sea-level changes, in response to
which reefs’ vertical accretion may "keep up" (the coral

Figure 2.18: Coral bleaching in the reef stays in the sunlight, just below water), "catch up"
National Marine Sanctuary of Ameri- (growth slower but eventually matches sea level), or
can Samoa between 2014 and 2015 - "give up" (cannot match water level and cannot receive
Photo credit: NOAA/ XL Catlin Seav- enough sunlight) [KGC*11, RQT*13]. Figure[2.18] dis-
iew Survey. plays a field of staghorn coral in healthy shape, during

bleaching, and finally dead, in which case the chances
for the regrowth of the reef are almost null.

Coral and algae both compete for sunlight, substrate,
and nutrients. However, algae grow faster, especially
under elevated nutrients or reduced herbivory, leading to
algal overgrowth that smothers coral, flattens reef topog-
raphy, and reduces habitat complexity and biodiversity.
An overwhelmed massive coral by algae, blocking ac-
cess to light, is shown in Figure 2.19] On a small-scale
level, other organisms such as parrotfish and certain in-
vertebrates consume algae and break down dead coral,
producing sediment that can fill gaps and support new

Figure 2.19: Algae colonising massive

settlement for polyps [MYG*14]. coral

Structural complexity (rugosity, crevices) offers shelter
for juveniles, spawning grounds, and supports diverse
species (about 25% of marine species in < 0.1% ocean
area) [OCTR25]). The true internal geometry of a reef
is not currently completely understood but is known to
influence the hydrodynamics, and by extension, biodi-
versity, of the whole biome (Figure [2.20]shows a small
shelter for biodiversity of a few centimetres cubed from
a few kilometres wide reef).

These fine-scale properties have influence on the large-

Figure 2.20: Coral reefs are porous, scale environment as they introduce turbulences and

resulting in biodiversity shelter, but drag in the water flow [SBD*20]], and produce sedi-

also complex hydrodynamics. ment deposition at small and large distances [RQT*13|
Kre27.

For the same reasons, reef crests break incoming waves; morphological complexity (e.g., branching
structures) slows water and reduces energy reaching shore, mitigating erosion [Woo03]].

The erosion process is directly impacted by the small scale. Reef structures trap or stabilise sediments,
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protecting mangroves and seagrass beds. Simulation of the evolution of the landscape and fluid
dynamics would require taking into account, almost as importantly, the large-scale and small-scale
bathymetry, as well as the geological and biological aspects of the ecosystem, to reach accuracy

[CDP*17,/CDRB15].

Overall, from these behaviours, we consider that corals act as important dynamic ecological agents,
engaging in feedback loops with their environment. Modelling them requires accounting for spatial
diffusion via diverse reproductive modes, competition for resources, and bidirectional environmental
influences. We describe ecological agent simulation in Chapter [A]s state of the art section.

2.4.3 Coral reef formations shape

In his travel journal, Darwin outlines his atoll reef formation theory, proposing that Earth’s crust
movements under the oceans created atolls [DJ42]]. Darwin described a three-stage process in atoll
formation: a fringing reef forms around a sinking volcanic island, evolving into a barrier reef, and
finally an atoll reef as subsidence continues [Hop14]. In this thesis, the term "coral reef island" refers
to an island of volcanic or continental origin that is surrounded by coral reefs, rather than a low island
formed from reef-derived sediments (as used by [MBK20])

Fringing reefs

Fringing reefs are the most common and widespread coral reefs. They form narrow bands near the
shore and are usually attached directly to land. Sometimes, they are separated by a shallow, narrow
lagoon [[KLR*20]. Their coastal location makes them accessible but also exposes them to land- and
sea-based stressors.

Their structure includes the reef flat, reef crest, and reef
slope. The reef flat is shallow, calm, and closest to shore,
as seen by the clear blue region in Figure[2.21] The reef
crest is higher, exposed at low tide, and faces strong
wave action. Only hardy corals survive there. The reef
slope descends into deeper water where coral diversity
and density increase. It offers habitat for many marine
organisms due to more light and water movement.

Fringing reefs grow in clear, shallow waters with high
light, warmth, and moderate waves. Coastal currents
bring nutrients, helping coral growth. Yet, their location
makes them prone to sedimentation, runoff, and pollu- ] Lo
tion [NWB*08]|. Sediment can smother corals and block Flg}lre 2‘.21: Fringing reef around
sunlight. Runoff adds nutrients, causing algal blooms Mo’orea island.

that compete with corals (possibly causing some of the

"holes" in the reef in Figure 2.21)).

Zonation defines coral distribution across the reef. On the flat, corals handle temperature shifts and
sediment. On the crest, species tolerate waves and low-tide exposure. The slope supports more diverse
corals, often forming large structures that shelter marine life.
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Barrier reefs

These reefs typically develop from fringing reefs that
have grown over long periods, during which the coastline
has either subsided or sea levels have risen. As the
land subsides or the sea level rises, the original fringing
reef is gradually separated from the shore, forming a
lagoon between the reef and the coastline (the lagoon in
Figure [2.22]is visible as a deep blue band between the
clear blue back reef and the abovewater island).

The depth and size of the lagoon, as well as the height of
the reef crest, are influenced by multiple factors such as
wave action, currents, and the rate of coral growth. The
lagoon often contains patch reefs (clear blue spots in the
lagoon of Figure [2.22)), seagrass beds, and sandy areas.
The zonation within barrier reefs creates distinct eco-
logical niches, with different species of corals, fish, and
invertebrates adapted to the specific conditions found
in each zone. The fore reef slope, with its high-energy
environment, supports species that are resilient to strong
waves and currents. In contrast, the more sheltered back
reef and lagoon provide habitats for species that prefer
calmer waters and stable conditions.

Figure 2.22: Aerial image of Provi-
dencia Island, surrounded by a large
barrier reef.

Barrier reefs also play a role in the connectivity between marine ecosystems. They act as a bridge
between the open ocean and the coastal environments, facilitating the movement of marine species
across different habitats. Many species of fish and invertebrates migrate between the reef and the
lagoon during different life stages, using the barrier reef as a nursery or feeding ground.

Atolls

The formation of atolls is a process that unfolds over millions of years. As the island gradually
subsides, mainly due to tectonic activity, the coral continues to grow upward toward the sunlight.
Eventually, the island disappears entirely beneath the ocean’s surface, leaving behind a ring-shaped
coral reef that encircles the central lagoon in a circular or almost circular shape (Figure [2.23|displays
a deformed atoll with the presence of cay islands on its rim). This theory of atoll formation was
first proposed by Charles Darwin and remains one of the most widely accepted explanations for the
development of atolls.

The lagoon varies greatly in depth, ranging from shallow
areas with sandy bottoms to deeper sections where patch
reefs and seagrass beds may develop [[Gol16]|. The shel-
tered waters of the lagoon provide a calmer environment
compared to the outer reef slope, allowing a different
community of marine species to develop. These species
often include a mix of corals, fish, and invertebrates that
are weakly tolerant of the high-energy conditions. The
lagoon may also contain small coral reef islands, known
as motus, which form from the accumulation of coral
debris and sand.

Figure 2.23: Aerial view of Tetiaroa
Atoll, French Polynesia.

Understanding the biological mechanisms that shape coral reef morphologies underpins procedural
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methods for generating and simulating reef island environments across multiple scales. At large scales,
2.5D elevation models for representing coral reefs suffice because cavities and overhangs can be
neglected; at smaller scales, 3D representations are essential to capture erosive processes that evolve
in all three dimensions.

Crucially, our aim is not only realism but controllable authoring. These environments are defined by
surface geometry, material heterogeneity, and living components, so we combine intuitive controls
with models that remain responsive for iterative design. In the speed-realism-control trade-off, we
privilege representations and algorithms that preserve key biological and physical constraints while
enabling interactive, multi-scale editing.

Because growth, sedimentation, erosion, and bioerosion act at distinct spatial and temporal scales,
the computational representation must match the phenomenon and the intended authoring operations.
This perspective motivates the multi-scale, multi-representation framework developed in the following
chapters: automatic, user-guided generation of large-scale coral reef islands (Chapter [3)), authorable
ecosystem simulation with biologically informed rules (Chapter [)), and erosion modelling across
terrain representations (Chapter [3).



Chapter

Automatic generation of coral reef 1slands

Figure 3.1: Given a free hand-drawn sketch of the different regions of an island (bottom inset of
each example), our method generates a corresponding height field using neural networks. Subsidence
(gradual sinking of land) is controlled by the user in the luminosity channel of the input. These
examples show the gradual subsidence of the same island over time.

Abstract

In this chapter, we propose a procedural method for generating single volcanic islands with coral
reefs based on user sketches from two projections commonly used in geological and remote sensing
domains: a top view defining the island’s shape, and a profile view, establishing its elevation. We add a
user-defined wind field that deforms the island to mimic long-term effect of wind and wave, providing
finer user control over the island’s shape. Next, we model the coral growth on the island following
biological observations. This results in a terrain height field of the island and its surrounding reef.
Our method creates a large variety of coral reef island models which we used to train a conditional
Generative Adversarial Network (cGAN). By applying data augmentation, the cGAN enhances the
variety in the generated islands, providing users with greater freedom and intuitive controls over the
shape and structure of the final output.

35
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3.1 Introduction

Figure 3.2: Kauai Island, Tuvuca Island, Mascarene Island, and Cocos Island (from left to right) are
islands formed through an identical geological process; however, their shapes vary greatly, from a full
island with fringing coral reef (leftmost) to a complete atoll (rightmost).

The scarcity of high-resolution data, the need for volumetric and multi-scale representations, and the
strong influence of biological and hydrodynamic processes present unique modelling challenges for
underwater landscapes. Among these environments, coral reef islands are of particular interest and
complexity. They result from a long-term interplay of volcanic activity, coral growth, erosion, and
subsidence, producing highly distinctive morphologies that procedural techniques must capture if they
are to generate convincing seascapes. We propose a simplified user-centered interface to focus on
the overall large-scale modelling of coral reef islands using sketching methods to avoid tedious user
control over a large range of ecological parameters.
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Figure 3.3: Volcanic islands rise above hotspots. The rise of magma from the hotspot forms a
seamount. Consecutive eruptions from the volcano grow the seamount until the peak emerges above
sea level. The ground above and close to sea level is affected by hydraulic, aeolian, and coastal
erosion.
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Figure 3.4: Coral colonies grow near sea level, forming a fringing reef (Stage 1). The island sinks
slowly (subsidence); the coral reef continues its growth to keep living coral colonies in the photic zone.
The sinking island increases the size of the lagoon, forming a barrier reef island (Stage 2). When the
peak of the island is below the surface of the lagoon, an atoll is formed (Stage 3) [TGI3)].

To better understand these morphologies, we begin by recalling the classical geological explanation of
their formation, as proposed by Charles Darwin in the 19th century [[DJ42]]. His subsidence theory
remains a foundational description of how volcanic islands gradually transform into barrier reefs and
atolls (such as the islands presented in Figure[3.2)), and it provides the conceptual backdrop for our
generative model.

According to this theory, these islands begin as volcanic landmasses, created when magma from the
Earth’s mantle erupts through the ocean floor and builds up layers of volcanic rock, eventually rising
above sea level (Figure[3.3). In tropical waters, these volcanic islands create ideal conditions for coral
reefs to develop. Corals, thriving in the shallow, sunlit waters around the island, initially form fringing
reefs attached to the island’s coastline (Stage 1 in Figure [3.4).

As time passes, the volcanic island undergoes subsidence, a slow sinking process caused by the cooling
and contraction of the Earth’s crust beneath the island. In response, corals continue to grow upwards to
remain within the photic zone, where sunlight supports their survival. This upward growth combined
with subsidence leads to the formation of barrier reefs, that become separated from the island by a
lagoon as it sinks further (Stage 2 in Figure [3.4).

Eventually, the volcanic island may submerge completely, leaving only the coral structure visible
above water. This process results in an atoll: a ring-shaped reef encircling a central lagoon (Stage 3 in
Figure[3.4). Over geological time, the island’s shape evolves from a prominent volcanic peak into a
coral-dominated reef system shaped by subsidence, coral growth, and erosion.

Simulating the formation of coral reef islands presents significant challenges due to the complex
interplay of geological, environmental, and biological factors [Hop14]. One major difficulty lies
in capturing the long-term subsidence of volcanic islands, occuring over millions of years, and the
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concurrent upward growth of coral reefs that rely on environmental conditions (e.g., water depth,
temperature, sunlight, ...). This combination of slow geological processes and dynamic biological
growth is inherently challenging to replicate in a computational model.

Additionally, the biological aspects of coral growth are inherently dependant on environmental factors.
Coral reefs grow only within a specific range of water depth and sunlight, and their growth patterns are
influenced by reef ecosystem’s health and resources availability. Accurately modelling these biological
dependencies in a procedural system is challenging, as these factors are numerous and difficult to
generalise. Moreover, the scarcity of data available obstructs global understanding of these biomes. In
a recent high-resolution mapping of shallow coral reefs [LMK*24], researchers estimated the total
surface area of this biome to cover less than 0.7% of Earth’s area, and more specifically that coral
habitat represents less than 0.2%.

Existing terrain generation methods, such as Perlin noise-based algorithms or uplift-erosion models,
are often ill-suited for these multi-disciplinary processes. Although they generate natural-looking
landscapes (such as alpine landscapes, representing about a quarter of land area [KSBZ14]), they
do not account for the unique geological and biological interactions critical for coral reef island
development, resulting in a lack of coherence. Capturing these dynamics, while also providing user
control during the modelling of a terrain, requires a balance between realism and procedural flexibility,
allowing for both accurate computationally expensive simulation of natural processes and intuitive
user control in interactive time.

The formation of these islands involves processes at multiple scales, from the growth patterns of
coral colonies to large-scale sediment transport, which are difficult to simulate directly. As a result,
purely procedural or physics-based simulations fail to produce convincing or diverse coral reef island
landscapes. On the other hand, deep learning methods are inoperable due to the extremely small
amount of data, and the scarcity of high-resolution DEMs of these regions.

Despite advances in terrain generation, current methods struggle to support user-controlled design of
specific island shapes and achieving realism without real data. Coral reef islands exemplify this gap:
we lack datasets to directly train deep learning models, and purely procedural methods require expert
tuning to mimic their features.

To address these challenges, we use procedural generation as an initial step in our global pipeline.
In this step we employ algorithmic rules to synthesise terrain features, allowing us to encode basic
patterns of coral reef island formation. However, such algorithms are inherently rigid: they are tailored
to a narrow family of shapes (in our case, radially organised and centred islands) and often rely on
mathematical controls that are unintuitive for non-expert users. In our work, we use a procedural
model not as the final solution, but as a means to efficiently create a large and diverse set of training
examples for a learning-based model. Specifically, by adjusting procedural parameters, the procedural
pipeline produces varied island scenarios. Each synthetic example is represented by a detailed terrain
height field and a corresponding semantic label map that marks different regions, providing structured
input-output pairs for the learning stage.

We then train and deploy a conditional Generative Adversarial Network (cGAN) as the core of our
method. A cGAN is a type of deep learning model that learns to generate realistic data based on an
input condition or context. In our case, the cGAN takes as input the semantic label map of an island (a
label layout indicating regions such as ocean, reef, beach, and mountain) generated by the procedural
step and learns to produce a plausible island height field that matches this layout. By training on a
large set of examples from the procedural generator, the cGAN captures subtle terrain features and
variations unique to coral reef islands, going beyond what hard-coded procedural rules can achieve
thanks to the application of data augmentation.

Once the cGAN is trained on a sufficiently large and varied set of synthetic islands, it is used on its
own to generate new island terrains. At this stage, our procedural generation module, only necessary
to provide training data, is not required for creating new islands. Instead, a user provides a semantic
map using digital drawing or another simple algorithm, and the cGAN generates a plausible island
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terrain accordingly. To summarise, our pipeline leverages procedural modelling to create a training
dataset, and then relies on the learned cGAN model for the final generation of coral reef islands. In
this way, we overcome the scarcity of real data by procedurally generating training examples, and
overcome the rigidity of procedural rules through cGAN-based learning.

The key contributions of this chapter are:

e anovel sketch-based procedural algorithm for shaping island terrains from top and profile views,

o the use of a deep learning model trained on synthetic data derived from procedural rules, acting
as an abstraction layer that hides underlying complexity,

e a demonstration that the cGAN approach tolerates imprecise, low-detail user input sketches,
broadening usability, without the need for cutting-edge network architectures,

e and an insight that procedural generation remains essential to produce training data in data-sparse
domains, illustrated by the example of coral reef islands.

These contributions collectively show a pathway for blending user-driven design with learning-based
generation for terrain modelling.

3.2 State of the art

Procedural terrain generation and sketch-based modelling have each seen significant advances over the
past decades, yet neither alone fully addresses the particular challenges of coral reef island synthesis.
On the one hand, classic noise-based and physically driven methods (Perlin noise, hydraulic erosion,
uplift-erosion models) excel at producing broad, natural-looking landscapes but lack the biologically
inspired reef geometries and dynamic island evolution governed by subsidence and coral growth. On
the other hand, sketch-based tools give users intuitive control over silhouettes and terrain profiles, but
typically require expert parameter tuning to achieve realism and do not model long-term geological or
ecological processes. More recently, deep learning, especially GANs and cGANSs, has emerged as a
powerful way to learn terrain features and geological rules from data, yet it relies on large, labelled
datasets that are scarce for coral reef islands.

In this section, we first review the key geological theories that explain reef formation, then examine
traditional procedural terrain generators, followed by an overview of sketch-based terrain editing
frameworks, and finally discuss recent advances in GAN-based terrain synthesis.

3.2.1 Coral reef island formation theories

Since Darwin first proposed his subsidence theory, presented in Section 3.1} geologists and biologists
have debated how exactly coral reefs have formed around land masses. In this section we present
three major alternatives to Darwin’s theory, before explaining why Darwin’s unified subsidence model
provides the most direct foundation for our procedural generation.

e Murray’s stand-still theory [Mur80]

Murray argued that reefs could develop on stable, non-sinking platforms, with coral growth keeping
pace with modest sea-level changes rather than underlying land subsidence. He proposed that as long
as water depth remained within the photic zone, reefs would accrete upward solely in response to
environmental sea-level fluctuations, and continuously seaward, forming a gradual structure from a
fringing reef to barrier reef (Figure [3.3). Atolls in this theory are mainly created by the degradation of
the middle island through aeolian and coastal erosion until it becomes completely submeged. Murray’s
emphasis on environmental stability and gradual sea-level change was supported by early observations
of island terraces and reef growth patterns. However, later drilling and seismic data revealed volcanic
foundations buried beneath reef limestones on many atolls, which are evidence of true subsidence that
Murray’s theory cannot explain.
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Figure 3.5: In Murray’s theory, with the island fixed in place but reducing in size due to erosion, reefs
(red) simply remains at sea level and grows outwards (producing fringing reefs, then barrier reefs,
and eventually atolls) without any subsidence, leaving only the inside reef filled with sand (yellow)
forming a lagoon.
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e Daly’s glacial-control theory

Daly shifts the focus from steady subsidence to global sea-level oscillations driven by glacial-
interglacial cycles. He argues that reefs thrive during high sea levels in interglacials but are exposed
and eroded during glacial lowstands. As sea levels rise again, the wave-cut benches left behind provide
ideal habitats for new coral colonies, which grow upward with the water level and can develop into
barrier reefs or atolls once sea level overtops the island (Figure [3.6). He supports this model by
pointing to multiple reef terraces at different elevations and well-documented 100m sea-level drops
during ice ages as support for this cycle-driven reef development. The plausibility of Daly’s model
lies in its direct link with climatic data and the clear geomorphic signatures of past sea-level stands.
Yet, core samples often show uninterrupted reef accretion atop subsiding volcanic bases, indicating
that glacial cycles alone cannot account for continuous reef "keep-up" growth.

Living coral

J{ Dead coral
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New coral
colonies
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Figure 3.6: In Daly’s theory, repeated sea-level drops expose the reef to wave planation and erosion
into a flat bench (grey), and subsequent high stands see new coral rims (red) accrete on that outer
terrace to form a lagoon-separated barrier reef.

e Droxler’s karstification theory

In contrast to models based on volcanic subsidence, Droxler et Jorry attribute atoll formation to
repeated karst dissolution of a broad carbonate platform during low-sea-level glacials, followed by
renewed coral accretion in interglacials (Figure [3.7). High-resolution bathymetry and drill cores
reveal karst-etched depressions beneath certain atoll crests, supporting this cyclic exposure-dissolution
mechanism. While compelling for extensive carbonate shelves, this theory hinges on pre-existing flat
platforms and meteoric water circulation (water originating from precipitation), which are conditions
uncommon on volcanic seamounts. As a result, Droxler’s model explains atoll rings on continental
carbonate foundations but does not readily apply to volcanic island reef systems.

@ &

Figure 3.7: A broad carbonate platform (grey) is exposed and karstified during low-sea-level glacials,
then drowns and is rimmed by reef growth (red) at its outer edge during high stands, yielding an
atoll-style rings.
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Of all the competing hypotheses, Charles Darwin’s subsidence model offers several compelling
advantages for our procedural island generation due to its simplicity, historical significance, and
effectiveness [TMNMO97||. This theory provides a straightforward framework outlining a clear pro-
gression from fringing reefs to barrier reefs to atolls as a volcanic island subsides, which can be
easily modelled, making it practical for generating plausible island landscapes. This simplicity not
only ensures predictability in simulation outcomes but also reduces computational demands, which is
particularly beneficial for interactive edition applications. Additionally, Darwin’s model provides a
foundational basis upon which more complex phenomena (sea-level changes and climatic effects),
considered as secondary factors in the geological formation of islands, could be layered. This allows
us to start with a basic model and, in the future, add complexity as needed, offering flexibility in
simulation design.

In our approach, we translate the core principles of Darwin’s theory into a procedural generation
model, emulating the gradual sinking of volcanic islands while coral reefs grow to keep pace with
changing sea levels. This allows us to realistically model the progressive transformation of islands
from volcanic landmasses to coral-dominated atolls. By capturing this interplay, we procedurally
generate a wide variety of island structures that reflect real-world geological processes.

In generating synthetic coral reef islands, we adopt a set of simplifying assumptions that are interpreted
by the formation process from Darwin’s theory and field observations:

e Radial symmetry and radial arrangement of
features
While volcanic islands do not have a perfect circular
shape and reefs are not exact rings, they grow outward
in roughly concentric belts (looking at the island in
Figure [3.8] we see the typical layout mountain-beach-
lagoon-reef-ocean). Anchoring our sketch-to-terrain en-
gine on this radially organised structure offers two main
benefits to the user: a single intuitive control over the
overall island shape and while keeping distance compu-
tations simple and efficient.

e Uniform profile shape
Although real islands have ridges, valleys, local bumps
and many other features, we simplify the model to a Figure 3.8: Aerial view of Tuvuca
single elevation curve from centre to edge, making the  ryund Lau Archipelago, Fiji.
profile-view sketch a one-dimensional drawing, enabling
users to modify elevation with a single stroke.

e Subsidence and coral "keep up'' growth
Actual reefs respond to light, nutrients, and biology, but
the dominant effect is that corals grow vertically to stay
near the photic zone. We decouple coral growth from
subsidence and simply keep reef heights in a fixed band
beneath the surface, capturing Darwin’s core insight
using minimal parameters.

¢ Wind and wave deformation
To represent coastal erosion resulting from sediment
Figure 3.9: Mauritius is deformed. We transport and complex hydrodynamics [TG13]], we sim-
see a deep slope on the west side while plify the model by using a vector field painted by the user

the east side has a gentle slope. The representing wind and wave directions, deforming the
wind rose, showing in which direction global island (Figure [3.9]suggest that island outlines are
the mean wind velocity is pointing, is influenced by the average wind direction). This vector
correlated with this deformation. field allows radial symmetry to be broken in a control-

lable way, without relying on a full erosion simulator.

e Independence of islands
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While archipelagos share currents, sediments, and flood each other’s lagoons, simulating multi-island
interactions is computationally expensive and hard to control. We treat each island as an isolated entity
to generate multi-island scenes by using a simple blending of individual islands, keeping our method
fast and predictable.

Conclusion

These assumptions, grounded in theories of coral reef island formation, provide a practical founda-
tion for procedural modelling. While they simplify the full complexity of geological and biological
processes, they capture the essential dynamics needed to produce plausible island structures. Simulta-
neously, they ensure our system remains intuitive, controllable, and computationally efficient, enabling
the generation of diverse and plausible islands suitable for interactive design.

3.2.2 'Traditional terrain generation methods

Procedural generation of terrain has been a well-researched area in computer graphics and simulations,
where the goal is to create large, realistic landscapes with minimal manual input. Various methods
have been developed over the years to generate terrains automatically, from noise-based methods to
physically based erosion simulations, sketch-driven mechanisms, and more recently, deep learning
techniques.

However, coral reef islands present unique challenges due to the combination of long-term geological
processes (mainly subsidence and coral reef growth) and environmental interactions (i.e. erosion
caused by wind and waves). In this section, we review the key techniques proposed for terrain
generation, highlighting their limitations for coral reef island formation, and positioning our work as
an approach that addresses these challenges.

Noise-based terrain generation

Noise-based procedural generation remains one of the most widely used techniques for creating natural-
looking terrains on height fields. Perlin noise [Per85|, Simplex noise [PerO1[], and the Diamond-square
algorithm [FFC82] are foundational algorithms that generate pseudo-random yet continuous variations
across a grid, producing terrain features that resemble organic landscapes. These techniques have been
widely adopted in computer graphics and game development due to their efficiency and visual appeal.

Beyond basic noise functions, advanced techniques such as fractal Brownian motion (fBm) and
multifractal noise have been introduced to add finer-scale variation and detail [MKM&9, EPW*03]].
fBm combines multiple layers, or "octaves," of noise at different frequencies and amplitudes, producing
terrains that exhibit realistic and varied features. The combination of noise with domain warping and
signal processing techniques has been explored in depth in procedural modelling literature [RLL*10],
enabling further control over visual complexity and terrain realism.

Noise functions are often paired with falloff maps to produce island-like terrains, where elevation
gradually decreases towards the edges of the domain, mimicking coastlines and basic island shapes
(see Figure[3.10). Various methods for enhancing island generation using noise and falloff blending
have been proposed for applications in games and virtual worlds [Ols04f]. While these techniques
excel at producing large, visually diverse landscapes quickly, they suffer from several key limitations
when applied to the modelling of coral reef islands.

However, limitations arise when applying these methods to coral reef islands as noise-based modelling
lack grounding in geological or biological reality. They generate spatial patterns through mathematical
noise, not through simulations of real-world processes such as volcanic subsidence or coral accretion.
The signal processing parameters typically involved (frequency, lacunarity, gain, amplitude, ...) are
tuned for visual effect rather than scientific plausibility. As highlighted in procedural modelling
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Figure 3.10: Three different results of an island generated from noise functions. In each case, the
initial height field is identical, computed using flow noise. The falloff masks are created by combining
fBm noise, modulated by the Euclidean distance from the image centre, and further shaped through
domain warping and power-law remapping of the mask values. The only parameter modified between
the three examples is the exponent used in this remapping. The resulting islands differ significantly in
shape and scale, and the method offers limited control over specific coastal features such as lagoons
and reefs.

surveys [SKG*09| (GGP*19], this disconnect results in a lack of semantic control and poor correlation
with actual environmental dynamics, making it difficult to represent phenomena such as reef rings,
lagoons, or atoll structures in a biologically or geologically coherent way.

Moreover, the biological aspects of coral growth are inherently tied to environmental conditions. Coral
reefs form and persist only within specific ranges of water depth, sunlight, salinity, and water quality.
Their growth patterns are further influenced by ecological health, nutrient availability, and symbiotic
relationships. These dependencies are extremely difficult to capture in procedural noise models, which
are not designed to reproduce such complex and coupled dynamics.

Our approach goes beyond the randomness of noise-based generation by incorporating real-world
geological and biological processes into the terrain formation pipeline. Specifically, we model the
gradual subsidence of volcanic islands and the upward growth of coral reefs, both of which are central
to the long-term evolution of coral reef islands. By embedding these natural processes directly into the
generation algorithm, we produce terrains that are not only more realistic but also more controllable.
This integration of scientific modelling with procedural flexibility allows us to overcome the inherent
limitations of traditional noise-based techniques and more accurately represent the complex formation
of coral reef island systems.

Simulation-based modelling

Simulation-based terrain modelling methods aim to increase realism by replicating natural processes
such as erosion, sediment transport, tectonic uplift, and vegetation growth. Unlike noise-based
strategies, which rely on random functions, simulation-based processes model causality and temporal
dynamics to describe how a terrain evolves over time under physical or biological forces. These
methods are often used to enhance base terrains, adding geologically plausible detail and structure
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[BTHBO6, SKG*09].

Hydraulic and thermal erosion

Hydraulic erosion models simulate the impact of flowing water on the landscape by modelling erosion,
sediment pickup, transport, and deposition. Early implementations by [MKMS89] laid the groundwork
for erosion in procedural generation, while more recent works have accelerated these simulations
using GPU architectures [MDHO7|] and particle-based methods [NWDO3]|]. These simulations either
follow Eulerian fluid models or Lagrangian particle systems to capture terrain displacement.

Thermal erosion, by contrast, simulates mass movement due to gravity, redistributing material from
steeper slopes to gentler gradients, akin to landslides or soil creep [BTHBO6]. These erosion models
generate realistic fluvial networks and landforms, but they are parameter-sensitive and computationally
expensive.

Moreover, such models are generally designed for terrestrial landscapes and lack mechanisms for
simulating underwater sedimentation, reef growth, or biogenic processes crucial to coral reef island
formation. These models typically simulate time scales relevant to geomorphological processes
(hundreds to thousands of years), which are mismatched with both the faster dynamics of biological
processes (e.g., coral growth) and the slower geological evolution of reef islands.

We propose our new particle-based erosion simulation method, adapted for underwater and terrestrial
landscapes, in Chapter[5]

Tectonic uplift and geologic simulation

Geological simulation approaches such as those proposed by [CBC*16, (CCB*17]] and extended by
[SPF*23|] model terrain evolution through crustal deformation and tectonic uplift. These methods
simulate isostatic adjustments, plate tectonics, or local uplift phenomena, often over geological
timescales.

Although well-suited for mountain-building processes or fault line modelling, these methods are not
designed to account for biogenic terrain formation, such as coral reef accretion, which is critical for
simulating coral reef islands. As a result, despite being physically grounded models, they do not
capture the coupled geological and biological dynamics necessary for representing the long-term
evolution of reef islands.

Vegetation and ecosystem dynamics

A number of simulation-based terrain models integrate ecological dynamics to reflect the feedback
between terrain and living systems. For instance, [ECC*21]] and [[CGG*17|] simulate interactions
between vegetation and terrain erosion, modelling plant colonisation, growth, and their influence on
soil stability and moisture retention.

These ecosystem simulations allow more complex landscape evolution by considering biotic agents;
however, they are designed primarily for terrestrial plants and temperate ecosystems. Coral colonies,
in contrast, are marine organisms with strict environmental requirements (e.g., limited depth, adequate
sunlight, nutrients presence, warm water temperatures, ...). Accurately simulating these dependencies
would require significant computational resources. We present a deeper analysis of current ecosystem
simulations in Chapter [A]s state of the art.

Furthermore, coral growth is not a passive process such as sediment accumulation, but an active
accretion system that builds calcium carbonate structures over thousands of years. These unique
growth mechanisms, constrained by marine ecology, fall outside the scope of existing vegetation or
soil-plant-water feedback models.

Li propose to procedurally synthesizes coral colonies structures by emulating stochastic reef growth
with a Diffusion-Limited Aggregation process, producing reef patterns but does not propose control
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over the simulation [Li21]]. The integration of user input such as sketch interfaces remains essential
for controlling the generated output.

Conclusion

While simulation-based models represent a significant advancement over purely procedural models,
they fall short in capturing the coupled geological and biological dynamics that shape coral reef islands.
They are either computationally intensive, domain-specific, or biologically inapplicable, highlighting
the need for a new class of terrain generation tools that embed long-term marine biogeomorphological
processes into the procedural pipeline.

3.2.3 Sketch-based terrain modelling

The term "sketching" encompasses several definitions: either refering to performing hand or body
gestures, creating a rough drawing, or outlining an idea in a simplified form. Accordingly, sketch-based
modelling in 3D computer graphics can be understood through three complementary perspectives,
each centred around a distinct core concept: interaction, construction and interpretation.

First, "sketching" may focus on interaction, where gestures captured through hand or body motion are
used to manipulate virtual objects, often in immersive environments (virtual or augmented reality),
using established techniques such as sculpting and distortion [OSSJ09, (CAQ9]. Second, "sketching"
may involve construction, where simple geometric primitives (curves, parametric shapes, implicit
surfaces, ...) are combined under constraints to build a more complex model. Finally, "sketching" may
centre on interpretation, where the user draws strokes on a 2D canvas and the system analyses their
meaning to generate a plausible 3D model.

While sketch-based modelling encompasses a wide range of techniques, including gesture-driven
interaction in immersive environments, this work focuses primarily on construction and interpretation
aspects. In particular, construction serves as the foundation for procedural generation techniques
using geometric primitives and constraints, while interpretation becomes relevant when exploring
data-driven approaches using deep learning to infer terrain structure from sketches. Interaction-based
techniques, though significant in other contexts, fall outside the scope of this work.

To clarify terminology in this chapter, we refer to the constructive approach as sketch-based, and to
the interpretive, learning-driven approach as learning-based. It is important to note, however, that the
boundaries between these categories are inherently blurry and often overlap in practice.

In procedural terrain generation, sketch-based construction workflows enable users to shape landscapes
by manipulating high-level geometric primitives through intuitive sketching interfaces. These methods
allow the definition of key terrain features (mountains, valleys, coastlines, ...) by drawing their
outlines on a two-dimensional canvas, which are then procedurally transformed into 2.5D or 3D terrain
representations. This technique offers a high degree of control, making it particularly effective for
creative applications such as video games and robotics simulations, where modelling is primarily
user-driven.

Curve-based modelling

Sketch-based terrain generation often begins with user-defined curves which act as high-level con-
straints to guide the shape of the terrain. These curves represent silhouettes, ridgelines, valleys, or
feature outlines. Once defined, they are interpreted by the system and translated into elevation changes
through various computational techniques. This type of approach allows for intuitive control over
large-scale landforms while maintaining a procedural foundation for terrain synthesis.
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One of the earliest and most influential works in this
domain was introduced by Gain et al. (Figure 3.T1),
enabling users to sketch silhouettes, ridges, and spine
curves to define complex terrain structures [GMS09].
The method employs multiresolution surface defor-
mation and propagates wavelet-based noise from the
sketched features to their surroundings, allowing users
to generate detailed, natural-looking terrains from mini-
mal input. This method demonstrated the effectiveness
of combining intuitive sketch input with procedural de-
tail synthesis.

Figure 3.11: Gain et al. propose to
edit terrains through sketching by dif-
fusing a noisy height function over

a bounded region (left), effectively
We draw direct inspiration from this work’s dual-view  modelling mountain ranges (right)
sketching strategy, combining top-view and profile .

sketches, which closely aligns with our concentric curve

and height-profile input approach.

B Building on this idea, Hnaidi et al. proposed a tech-

g ' nique based on diffusion equatl-ons || In tbelr

/ method, curves are annotated with geometric constraints
y , . . .

’\ (elevation, slope, and roughness), and a diffusion pro-

e : \ cess is used to interpolate these constraints across the
" _ terrain surface. This results in smooth, continuous ele-
Figure 3.12: Hnaidi et al. define the Vatlf)n ﬁelds tha.t conform.to use.r—deﬁned features such
as rivers, ridgelines, or cliffs (Figure[3.12). The use of
parameterised curves as terrain anchors allows for pre-

surface by elevation curves with con-
strained slopes, forming with ease river

beds and cli GAFI0]. cise control over landform shaping, while maintaining a
eds and cliffs high degree of automation.

In a different interaction paradigm, Tasse et al. intro-
duced a first-person sketching interface, where users
draw terrain silhouettes from a particular camera view-
point [TEC*14]]. These silhouettes are then projected
into 3D, and a deformation algorithm adjusts the ter-
rain so that the drawn features are visible exactly as
intended from the user’s perspective (Figure [3.13). This
method supports complex silhouettes with occlusions,
T-junctions, and cusps, and represents an immersive and

Figure 3.13: Tasse et al. use sketching
in association with camera position

and direction to constrain the edition of

perceptually grounded approach to sketch-based terrain heioht fields [TEC¥T4
editing. cight fields [TEC*T4].

These methods demonstrate the expressive power of curves as terrain-defining elements. By enabling
users to sketch intuitive shapes and constraints, they bridge the gap between artistic intent and
procedural complexity. Curve-driven methods remain foundational in terrain modelling, particularly
when user control over large-scale structure is essential. While we do not use the diffusion model,
the idea of sketch-defined elevation constraints along curves informs our use of user-defined shape
boundaries.

Constraint-based modelling

Constraint-based and gradient-based families of methods focus on exerting precise control over
terrain features via formal specifications such as elevation values, slopes, or gradient fields. These
methods prioritise structural accuracy and procedural consistency, making them particularly suited
to applications that demand terrain realism, integration with geographic data, or fine-grained editing
capabilities.
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Figure 3.14: Gasch et al. use a top-
view sketch to apply constraints (a) on

A representative example of constraint-based modelling
is presented by Gasch et al., proposing a method for pro-
cedural terrain generation that respects user-defined ele-
vation constraints [GCRR20]]. Their system allows users
to fix values at specific control points (e.g., paths, land-
marks) and then solve a system of equations to propagate
these constraints throughout the terrain. The method in-
tegrates these constraints with a noise-based procedural
function to preserve natural randomness while conform-
ing to user intent (Figure[3.14). This approach is espe-
cially valuable when generating terrains that must align
with real-world data or gameplay constraints.

We do not adopt this constraint-solving mechanism, but

the noise function modelling a terrain, conceptually relate our profile sketch input to a localised
creating an intuitive means to create height constraint.

paths and roads in the resulting terrain

(b and c) [GCRR20).

Extending this idea, Talgorn and Belhadj introduce a
real-time sketch-based terrain generation system based
on a GPU-accelerated implementation of midpoint dis-
placement [TBI8]. Users sketch curves with explicit
elevation values, which act as absolute constraints, and
the system extrapolates and interpolates terrain surfaces
in real-time. Moreover, the user input influences the
elevation constraint and interpolation method properties
of the midpoint displacement algorithm using the Red,
Green and Blue channels (Figure[3.15). Their model sup-
ports both global and local control over interpolation cur-
vature and roughness, and introduces semantic labelling
of sketched features (e.g., ridges vs. rivers) to influence
how terrain propagates around constraints. This combi-
nation of sketch-based input, constraint propagation, and
semantic control enables expressive, large-scale terrain
modelling at interactive speeds. We adopt their notion of
semantic labels and hierarchical constraint propagation
to support real-time terrain shaping with sketch-defined
features without the fractal interpolation.

Figure 3.15: Talgorn and Belhadj use
top-view sketching to encode properties
in the noise function used to model the

terrain surface [TB18].
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Building on the need for more intuitive editing, Guérin

e’ D— et al. introduce gradient domain paradigm for terrain
Nﬁ i ]m‘m. modelling [GPM*22]. Rather than specifying elevation
: _— N values directly, users interact with slope-based represen-

- [ Peaks | [ Mesa | tations, allowing for the manipulation of terrain inclina-

. Gradient constraints ¢ Elevation constraints tion and the integration of local edits into global terrain

structure (Figure [3.16). By controlling terrain gradi-
ents and reconstructing elevation through integration,
this method enables seamless blending between regions
and supports a natural editing workflow, particularly for
sculpting realistic mountain ridges, valleys, or plateaus.
This gradient-domain editing paradigm offers interesting
insights; we adopt an alternative approach as we operate
in the elevation domain with semantic control.

Figure 3.16: Guérin et al. apply gra-
dient (left) and height (right) con-
straints on curves and diffuse them

on the terrain to create landscapes with
lightweight and multi-scale representa-
tions [|GPM*22].

Both paradigms offer complementary strengths: constraint-based methods ensure precise adherence to
user-defined features or data sources, while gradient-based systems provide fluid, perceptual control
over terrain shaping. Together, they represent a shift toward high-level modelling tools that maintain
procedural expressiveness while granting users a deeper degree of terrain control.

Semantic terrain representation

Beyond geometric sketching and low-level constraints, a third class of methods explores high-level
terrain construction, where users guide terrain generation using abstract or semantic inputs. These
approaches aim to simplify the authoring process by allowing users to describe what a terrain should
contain (e.g., a mountain or a valley) without specifying how to generate its geomety. Such methods
often rely on symbolic sketching, sparse representations, or domain-specific visual cues, offering
powerful tools for conceptual design and inverse procedural modelling.

Add ————» i
In this vein, Génevaux et al. propose a method for rep- /N éﬁg 3
resenting terrains as sparse combinations of procedu- W = Rﬁfg:&ﬂf
ral primitives, referred to as "terrain atoms" [GGP*135]. Mountain e o
These atoms are stored in a dictionary and are either Rt
extracted from real-world data or generated syntheti- - /\\
cally. The terrain is modelled as a linear combination f AN f;ﬁ

River

of these features, forming a Sparse Construction Tree

that blends primitives in a compact and expressive form

(Figure [3.17). This representation facilitates terrain edit- ~ Figure 3.17: Génevaux et al. symboli-

ing, amplification, and reconstruction from coarse user  cally define a terrain by an aggregation

input. of patches with real-world meaning
[|GGP*15]].

Bumpy hills  Smooth hills
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An illustrative and domain-specific use case is presented
by Natali et al., who introduce a system for rapid visu-
alisation of geological concepts [NVP12]]. Here, users
sketch schematic representations of subsurface struc-
tures such as faults, folds, or strata, and the system gen-
erates plausible 3D visualisations of geological terrains
(Figure[3.18). Their tool is designed primarily for educa-
tional and exploratory purposes, enabling geoscientists
and students to create, manipulate, and communicate
complex geological scenarios through intuitive sketch
input. Although it extends beyond traditional terrain

Figure 3.18: Natali et al. use sketch- elevation modelling, the work exemplifies how sketch-
ing to describe geological phenomena: based systems can operate on a conceptual level and
(top) geological layer deformation, support domain-specific semantics. This work inspired
(middle) abrupt displacement from our use of sketch strokes to define deformation fields,
Jaulting, and (bottom) texture deforma-  although our implementation targets structured terrain
tion [NVP12]. generation rather than schematic visualisation.

These high-level approaches demonstrate the potential of sketch-based modelling not only as a
geometric tool, but as a semantic interface between human intention and terrain synthesis. By
abstracting terrain construction into symbolic or feature-based representations, they allow users
to create rich, expressive landscapes without directly engaging with low-level geometry, making
them particularly valuable for tasks involving conceptual design, education, and inverse procedural
modelling.

Conclusion

The methods presented in this section illustrate the diversity of sketch-based approaches for con-
structive terrain modelling, from curve-driven shape control to constraint-based editing and semantic
abstractions. While these methods offer valuable tools for intuitive user interaction and procedural
shaping, they often lack ecological grounding, multi-view integration, or the ability to produce struc-
tured data suitable for training generative models. In our work, we reinterpret and adapt elements
from these approaches (dual-view sketching, curve-based region definition, and deformation fields) to
support the generation of coral reef islands through a hybrid procedural and learning-based pipeline.
This constructive sketch-based foundation enables us to balance user control with scalable terrain
generation in data-sparse domains.

3.2.4 Deep learning

Over the past decade, deep learning has revolutionised almost all areas of computer graphics and
procedural content creation by learning complex, data-driven priors directly from examples. Unlike
purely procedural or sketch-based methods, which rely on hand-tuned noise functions or geometric
constraints, neural networks are trained to capture subtle patterns and high-frequency details without
explicit programming of each effect. In terrain synthesis, this enables models to infer realistic elevation
structures, textures, and region transitions from training data, even when that data is sparse or synthetic.
In the context of coral reef islands, where high-resolution digital elevation models are rare, deep
learning offers a way to abstract away low-level procedural rules and directly learn the mapping from
semantic layouts (label maps) to plausible height fields. In the following sections, we first review
general Generative Adversarial Networks (GANs) and then focus on their conditional variant, cGANSs,
which forms the backbone of our sketch-to-terrain translation pipeline.
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Figure 3.19: The general structure of GAN and cGAN networks is similar: (a) a generator network G
is trained to take some noise z as input to try to create a "realistic" output Xz, and a discriminator
network D is trained in parallel to distinguish generated data from real data. (b) cGAN networks
introduce a class input c, used by both the generator and discriminator in their inference process. In
the end, only the generator is used to create new data.

Generative Adversarial Networks

GAN:s, introduced in [GPM*14], are a class of generative models in which two neural networks are
trained in opposition (Figure[3.19):

e a generator G learns to produce synthetic "fake" data samples that resemble those from a target
distribution given a random noise z,

e adiscriminator D learns to distinguish "real" samples from those generated.

Through this adversarial process, the generator gradually improves its ability to mimic the underlying
data distribution, enabling the creation of realistic outputs from random input.

GANSs have been widely adopted for image synthesis, texture generation, and data augmentation,
among other tasks. In terrain modelling, they offer the potential to generate realistic landforms by
learning directly from real-world data, without requiring hand-crafted procedural rules. The following
works demonstrate how different GAN variants have been applied to terrain synthesis, each with its
own assumptions, design trade-offs, and limitations.

Early terrain GANs used unconditional generation, synthetising elevation maps from pure latent
noise, without any spatial or semantic guidance. Wulff-Jensen et al. train a Deep Convolutional GAN
(DCGAN) to generate realistic digital elevation models of mountainous landscapes, showing that
terrain-like structures could emerge from purely data-driven learning [WRMB18]||. The model captures
local elevation statistics and allowed for latent space interpolation, enabling smooth variations across
generated terrains. However, the lack of spatial conditioning make it difficult to control or constrain
features such as ridges, valleys, and coastlines, resulting in landscapes that reflected training set
distributions but offered no means for intentional design.

Spick and Walker extend this approach with a Spatial GAN that generates height and texture maps
jointly [SW19]. By conditioning the generation process on spatial coordinates, their model enforced
local consistency and reduced structural artefacts. This integration simplified the content pipeline by
fusing geometry and appearance into a single pass.

Yet despite improved quality, the generation process remained fundamentally uncontrolled: users are
unable to specify terrain layout, features, or semantics. As with earlier GANs, the model learned to
mimic terrain distributions but could not support authoring or guided synthesis.

Later works introduce multi-stage architectures in which a second conditional GAN refines or interprets
the output of a first-stage generator. Beckham and Pal propose a two-step pipeline where a DCGAN
generates bare terrain heightmaps from noise, and a conditional pix2pix network adds texture based
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Figure 3.20: Example of pix2pix image-to-image translation: (top) a trained model converts semantic
label maps into realistic facade images, and (bottom) constructs highly plausible aerial images from
navigation map sketches. This paradigm generalises to many tasks, including terrain generation.

on semantic cues [BP17]]. This separation of geometry and appearance allows for basic stylisation
and terrain remixing, but control for the initial terrain remains limited due to purely noise-driven
GAN. Using a conceptually similar structure, Panagiotou and Charou reverse the mapping [PC20]: an
unconditional GAN first synthesises aerial RGB imagery from noise, which is then passed to a cGAN
trained to predict plausible DEMs. While this image-to-DEM translation enables realistic terrain
reconstruction, it lacks any semantic or structural user control and relies on large paired datasets,
limiting their applicability in settings such as coral reef islands, where training data are scarce. In
both cases, despite the introduction of a conditional refinement stage, the generation process remains
fundamentally anchored in an unconstrained latent input, offering limited authoring capability and no
intuitive tool to shape landform structures.

These methods show a shift towards using conditional models to guide terrain generation with more
structure. But because they start from random noise, they offer little real control over the layout or
semantic of the terrain. A natural next step is to guide the generation process directly from user-defined
semantic inputs, such as sketches or label maps, to produce terrain that reflects both the training data
and the user’s intent.

Conditional GANs for terrain generation

While traditional GANs generate data from noise, cGANs extend this concept by incorporating
additional information, often called a class map or label map, to guide generation toward user-
specified outcomes (the c class in Figure [3.19). This makes them particularly attractive
for structured content synthesis tasks, including terrain generation, where user input often defines
large-scale layout and realism must emerge from learned detail. The pix2pix framework is
the canonical cGAN formulation for image-to-image translation. It uses a U-Net generator conditioned
on an input image (a sketch or a label map, for example), and a PatchGAN discriminator that evaluates
realism at the patch level, thus encouraging fine detail and local consistency (Figure [3.20] presents two
image-to-image translations from the same pix2pix network architecture).

In terrain generation, the use of cGANs remains surprisingly rare. The most directly relevant precedent
is the work of Guérin et al., who train a pix2pix-style cGAN to map sketched terrain features such as
valleys, ridgelines, or peaks into full-resolution digital elevation models (DEMs) [GDG*17]. Their
results demonstrate that cGANs can plausibly reconstruct complex topographic forms from sparse
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semantic cues, offering a promising balance between user control and learned realism. Lochner et al.
updates the image-to-image process [LGP*23]] by replacing the cGAN with a Denoising Diffusion
Probabilistic Model [HJA20, [ND21]J, improving the percieved quality of the resulting terrains through
an iterative noising and denoising process, trained on a large DEM dataset. Diffusion models are
however known to be multiple orders of magnitude slower than GANs or cGANs [XKV22, HRJ*23]],
making them unusable for interactive sessions on a personal computer.

Naik et al. inserts a Variational Autoencoder [KW22] before the cGAN phase to first compress the
user input in a latent space [NJSR22], allowing to forward pass the cGAN with variations of the user
input sketch or interpolate between different inputs in the 128 dimensions offered by the latent space.

An alternative approach from Voulgaris et al. uses a GAN-based system that maps sparse "altitude dot"
maps to plausible terrain imagery, acting as a minimal-interaction generative authoring tool [VMP21]].
While not strictly a cGAN, their system reflects a similar spirit: conditioning generation on lightweight
user constraints.

Despite these advances, no standard pipeline exists for generating detailed terrains from semantic
layout maps using cGANS, particularly in biologically driven environments. The potential of this
family of methods remains underexploited, especially when it comes to coupling user control with
long-term geological plausibility.

Conclusion

In our method, we address this gap by training a pix2pix cGAN to transform label maps (semantic
region maps produced by procedural sketch-based modelling) into plausible coral reef island height
fields. Each input map encodes key zones of an island (e.g., lagoon, reef crest, beach, island core)
using categorical labels, serving as semantic constraints for terrain synthesis. The cGAN generator
learns to condition elevation details on both the global layout and the implicit patterns encoded in
the training data. By generating our own synthetic dataset with procedurally modelled coral reef
islands (see Figure [3.21), we overcome the shortage of labelled elevation data and enforce geological
coherence via data generation design. The choice of the pix2pix architecture is tailored by its short
training and inference time and the availability of well-maintained implementations that support
reproducibility, but any other conditional architecture could be substitued such as pix2pixHD or
BicycleGAN [WLZ*18| [ ZZP*1§].

This setup offers several key advantages:
e respecting user-defined structure while allowing the generator to introduce realistic variation,

e removing procedural biases (radial symmetry and fixed island typologies),

e enabling the generation of irregular, non-circular landforms while implicitly modelling geological
processes such as subsidence and coral accretion through training-time priors.

In this context, conditional GANs emerge as a powerful yet underutilised tool for terrain modelling. By
training on procedurally generated coral reef island data, we show that sketch-conditioned learning can
effectively bridge the gap between high-level user intent and geologically plausible terrain synthesis.
We note that few-shot or one-shot learning methods are emerging such as Liu and Benes’s Graph
Neural Network usage, possibly solving the dataset scarcity problem, at the cost of methods falling
out of the interactive-time scope with multiple seconds at inference time [LB25].
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Figure 3.21: Examples of procedural region maps used for training: left to right, canonical island,
off-centre island, elongated shapes, and multi-island scenes. These maps serve as semantic inputs to
our cGAN.

3.3 Description of our method
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Figure 3.22: Blue box: our pipeline first prompts the user to create single pairs of coral reef island
height fields and label maps using our proposed curve-based modelling algorithm (Section[3.4)). Yellow
region: the same algorithm is applied multiple times on randomly altered versions of the user input to
create a dataset, which we further enhance with data augmentation techniques (Section[3.5). Redbox:
finally, we train a conditional Generative Adversarial Network, which can then be used standalone to
create height fields from labelled sketches (Section @)
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Our method for procedural generation of coral reef islands is composed of two independent modelling
techniques shown in Figure [3.22] First, a curve-based algorithm (top-left blue block, presented in
Section [3.4) parametrises the surface of islands via a top-view sketch interface, describing the outlines
of its constituent regions and a stroke-based wind field deforming them, as well as a profile-view
sketch describing, for each region, its altitude and resistance to deformations. User inputs are given
as 1D functions (altitude and resistance), a 1D polar function (island outlines), and a 2D vector field
(wind field), as shown in Figure [3.23] which are convenient to randomise through the use of noise.
While effective for encoding geological principles and generating structured examples, this algorithm
cannot by itself provide the full freedom and irregularity required for realistic island design. This
motivates the use of a learning-based component capable of generalising beyond the procedural rules.

Second, we propose a learning-based generation algorithm (right red blocks Figure [3.22] developed
in Section [3.6)), which trains a neural generator G to transform a labelled image into a height field
and a discriminator D to distinguish height fields provided from the training set against height fields
generated by G. This adversarial training strengthens the outputs of the generator, up to the point
where we discard the discriminator and training data, only keeping the generation step (bottom-right).
Users are then able to provide unseen label maps and obtain height fields as close as possible to
the training dataset. The procedural method lacks expressiveness but provides a large set of varied
synthetic data; the cGAN offers expressiveness but requires a large dataset. Their combination is
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Figure 3.23: The user interacts directly on the island by editing the different canvases in any order.
This Ul shows, from left to right: the top-view sketch with the different outlines of each region, the
profile-view sketch with the outlines represented by dotted lines, the wind velocity sketch drawn with
strokes (last stroke is visible), and the resistance function showing here a high resistance at the top of
the island and on the front reef.
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therefore natural: the procedural model acts as a data generator, while the cGAN removes its structural
biases.

We connect these two algorithms through a process of dataset generation (central orange block
Figure[3.22] described in Section [3.5)) in order to enforce the benefits of each while reducing their
limitations. Given the initial curve-based user inputs, we create a dataset composed of similar samples
processed by our first algorithm, rasterised into a 2D image of the parametrised regions, and paired
with the resulting height field. We then significantly augment the dataset by employing various data
augmentation techniques: translations, scaling, and copy-pasting of multiple islands in a single sample.
We then obtain a dataset large enough for training our cGAN and enable users to procedurally create
coral reef islands with a high level of control.

3.4 Procedural island generation

We propose a structured process for generating coral reef island terrains that takes the user’s sketches
and produces a complete 3D terrain model. This process begins with the creation of an initial height
field based on user inputs, and applies wind deformation to introduce natural variations, and finally
integrate coral reef features via subsidence and coral growth modelling.

The generation of coral reef islands with our system begins with two intuitive sketch-based inputs
from the user: a top-view sketch and a profile-view sketch, which define the island’s horizontal layout
and vertical elevation profile. Users further refine the terrain by applying wind deformation strokes,
approximating wind and waves effects on the island’s shape. This combination of sketches and wind
inputs gives users precise control over both the island’s structure and its natural variations, such
as irregular coastlines or concave features. In this section we demonstrate the usefulness of these
sketches, describe the technical details, and present the method in Algorithm|I]

3.4.1 Initial height field generation

The top-view sketch defines the island’s outline as seen from above. Using a simple drawing interface,
the user can delineate the boundaries between key regions of the island, including the island itself,
beaches, lagoons, and surrounding abysses (Figure [3.24). Our system assumes that these regions
are arranged concentrically around the centre of the island, with each boundary defined by a radial
distance from the centre (Figure [3.27).

Each region’s boundary is represented in polar coordinates (rp, Gp), with rp indicating the radial
distance from the island’s centre and 6} representing the angular position. This polar representation
allows us to map the user’s sketch onto a circular framework, ensuring smooth transitions between
regions and maintaining a coherent island layout.
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Figure 3.24: (Left) A real-world example of aerial image (and 3D visualisation on bottom) of an island
(Cicia Island) may be segmented into regions. (Right) We represent the different regions boundaries.

In this sketch, the user defines the overall horizontal layout of the island, including the size and shape
of each feature (Figure [3.25)). Variations in the outline are introduced by allowing the radial distances
to vary with angle, ensuring that the island is not strictly symmetrical and introducing more natural,
irregular shapes.

Top view

Input sketch Output height field Result

Figure 3.25: Using only the outlines of the island as an input sketch (left), we provide a height field
depending on the region in which it relies (middle). The resulting terrain is displayed (right).

The profile-view sketch defines the vertical elevation profile of the island along any radial direction,
offering control over the island’s height. In this view, the user specifies the elevation of different
regions of the island, such as the island peak, beach, lagoon, abyss, and everything in between, by
drawing the corresponding profile curve (Figure [3.26).

These regions correspond to key terrain transitions: the highest point of the island (centre), the
island border, the beach, the lagoon, and the deep-sea abyss. We interpolate these milestones into a
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Figure 3.26: (Left) A profile function h,,,. is defined as a 1D function and represents the surface
from the centre of the island to the abysses. (Right) The cross-section representation of an island is
often represented as a 1D function defined using terrain features as landmarks.
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Figure 3.27: The Xp parameter is used to stretch the 1D height function hpmﬁle(x) to fit the distances
from the centre to the outlines of each region defined in the top-view sketch.

continuous 1D height function I’lproﬁle (JEP), where Xp represents a non-uniform region distance from
the island’s centre, and h(p) = hprofite (¥p) gives the height at each point. This continuous profile
ensures smooth elevation transitions across the island.

By combining the top-view and profile-view sketches, our method generates a coherent 3D terrain
model that accurately reflects the user’s design by revolution modelling.

The generation of the coral reef island terrain begins by transforming the user-defined top-view and
profile-view sketches into a coherent 3D height field. This process combines the radial layout of the
top-view sketch with the elevation information provided by the profile-view sketch, creating a terrain
that accurately represents the desired features (i.e. the island, beaches, lagoons, and abyss).

For any point p € IR? on the terrain, we define its polar coordinates (rp, 0p) relative to the center of
the island c as:

rp=1llp—cl, 6p = atan2(p.y — c.y, p.x — c.x).

The radial distance rp determines which region the point belongs to (island, beach, lagoon, reef, or
abyss) based on the user-defined radial limits. Those outlines from the top-view sketch provide the
exact boundaries between regions.

Each point’s height is computed using the profile function /irofiie (¥p ). Instead of using the raw radial
distance rp, we define a parametric region distance X} that maps each point to a normalised position
along the concentric regions (see Figure [3.27). The radial space is divided by user-defined boundaries
Ro, Ry, ..., Ry, corresponding to the island centre, border, beach, lagoon, reef, and abyss.

When a point p lies between two boundaries R; and R; 1, its parametric distance is

rp_Ri

—, (3.1
Rit1 —R;

where i is the index of the region containing p (i.e., R; < rp < R;y1). This linear mapping
stretches each region’s radial span to the interval [i, i + 1], ensuring smooth interpolation across region
boundaries. For any point p, the height is finally computed as:

h(p) = hproﬁle(fp)~ (3.2)
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Figure 3.28: Providing a smooth function between each region results in islands with plausible reliefs.
We fixed the outlines (first column) while editing only the height function (second column) in order to
produce, from top to bottom, a low island, a coral reef island, and finally an identical island without
the reef.

This approach ensures that the height field accurately follows the elevation profile specified by the
user while maintaining smooth transitions between different regions of the island.

The result is a height field that captures both the radial structure of the island (from the top-view sketch)
and the vertical elevation profile (from the profile-view sketch), producing an organic representation of
islands with smooth transitions between the key terrain features. Three slightly edited height functions
on an identical island layout and their associated outputs are presented in Figure [3.28] To avoid
perfectly smooth surfaces, we also apply a very low-amplitude Perlin noise perturbation to the final
height field, adding fine-scale irregularities.

Wind and wave deformation

In island environments, wind and waves reshape islands through coastal erosion, which removes
and redistributes material over time. Simulating this physically requires sediment transport and
hydrodynamics, which is both computationally intensive and difficult to control interactively. Instead,
we approximate the morphological outcome of erosion with a deformation field: user-drawn strokes
define a wind velocity field that warps the island, introducing large-scale asymmetries without
explicitly removing matter. To account for the fact that not all regions respond equally to erosion,
we also introduce a resistance function, which modulates deformation’s strength across regions. For
example, shallow coastal areas are strongly deformed, while the deep abyss or resistant volcanic core
remain largely unaffected. This combination provides an efficient and intuitive proxy for the long-term
shaping role of wind and waves. Although real coastlines are shaped by both wind and wave processes,
we represent them jointly through a single user-defined wind field, which serves as a controllable
proxy for their combined morphological effect.
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The wind field is represented as a series of strokes drawn by the user on a 2D canvas. Each stroke
represents a parametric curve, where the direction and strength of the wind are encoded as a vector
field. The user controls the wind’s direction by drawing a set of curves, and we interpret them to create
a velocity field that defines how the terrain is deformed.

As the user draws a stroke, a set of control points are generated along it to create a curve, with
the option to adjust the stroke’s width. The width of each stroke determines the area of influence
around the curve, where wider strokes result in broader deformations of the terrain. The deformation
strength decreases with distance from the curve using a Gaussian falloff function using the stroke
width as standard deviation. This ensure that the terrain transitions smoothly from deformed regions
to non-deformed areas.

Once the strokes are applied to the velocity field, we displace each points of the terrain accordingly.
The height field, originally generated from the user’s sketches, is modified by the wind field to create
non-radial features, breaking the initial radial symmetry and producing a more organic island shape
(Figure|3.29).

The deformation is controlled via a user-defined vector field representing the direction and strength
of wind flows across the terrain. Users interact with our system by drawing strokes on a 2D canvas
represented as centripetal Catmull-Rom splines C [CR74], a type of parametric curve that allows
for smooth, continuous paths representing wind patterns. Each stroke defines a wind flow in the
curve’s direction C’, a strength Sc, and an effect width o (Figure ; these wind flows are used to
displace the terrain, approximating the gradual reshaping of the island due to wind and wave erosion.
The strength of the displacement is controlled by a Gaussian scaling function G, (x) that smoothly
decreases with the distance from p¢-, the closest point on the parametric curve C, as follows:

C'(pt)
o =Sc 7—=—-7-G —-p&lD, 33
C(p) C HC'(P?;)H U(Hp pCH) (3.3)
1 2
Gy(x) = e 27

The final deformation vector ®(p) is computed as a sum of the influences from all strokes:

O(p)=p+ ), 6 Pclp) (3.4)

CéEcurves

Once the deformation vector @ (p) is computed, the terrain height at point p is adjusted by displacing
p to a new point ®(p). We then compute the final height (P (p)) = Hprofite (£p), Or

h=hod 1 (3.5)

This process introduces variations in the terrain, distorting the coastline, creating concave regions, and
breaking the original radial symmetry defined by the top-view and profile-view sketches.

To ensure that certain regions of the terrain such as deep-water areas remain relatively unaffected
by the wind, a resistance function p(%p) is applied. The resistance function modulates the effect
of deformation based on the previously computed piecewise parametric distance Xp, with the same
interaction means as the lyofite function (Figure 3.31).

For example, regions near the coastline (such as the beach and lagoon) have lower resistance, allowing
for significant deformation (emulating coastal erosion from wave energy), while regions farther away
(such as the abyss) have higher resistance, limiting the wind and coastal erosion impact.

The deformation vector previously described is then scaled by the resistance function at each point p,
such that the final deformation vector becomes

®(p) = (1—p(%p)) - @(p)- (3.6)
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Figure 3.29: Top row: A circular island layout and a given profile sketch creates a simple round island
height field. Each following row shows a progression in an edition session, conserving the initial
top-view and side-view sketch, by manipulating the deformation field (blue lines) with respectively 3,

7 and 20 user strokes (red arrows). The final result breaks the initial radial symmetry of the island
layout.
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Figure 3.30: From the parametric curve defined by a user (red), we define the velocity field by
considering the directional derivative C' of the curve C at the closest point pe, modulated by a
Gaussian distance function Gy (x) and scaled by the user-defined strength Sc.
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Figure 3.31: The resistance function of the island is defined with a similar strategy as the hy,.
function. The resistance to erosion and deformation arises from multiple factors such as depth,
materials, wind shadowing, biotic and abiotic factors, ... Modelling all these factors is complex. As
such, using a user-defined approximation through a resistance function p allows for more control.

Input: Top-view boundaries {Ro(f),..., R,(6)}, profile function fp,fe, resistance p(%p ),
user strokes {C} with width ¢ and strength Sc
Output: Deformed height field & and label map [

// (1) Initial height field and label map from sketches
foreach pixel p € R? do
rp < llp—cf
fp < atan2(p.y — c.y, p.-x — c.x)
Find i such that R;(6p) < 7rp < Ri11(6p)
TP — Ri(gp)
Rit1(0p) — Ri(6p)
h(p) A hproﬁle(fp)
B I(p) < i
// (2) Wind-field deformation from strokes
foreach pixel p € R? do

Xp <1+

D(p) « 0

foreach stroke C do
pe < argmingec [p—q|  // p¢ ¢ closest point of the curve
C to the point p
Pc(p) eSc-wﬂ (Ilp —pcll) /] Ge(x) _ 1

Il ¢ ! oV2n
®(p) — @(p) +Pc(p)
| ®(p) « (1—p(%p)) - ®(p) // Modulation from resistance function

h+ dloh // h(p) + h(p— @) for backward warping
[+ d ol
return fz,f

Algorithm 1: Sketches to height field with wind deformation.

The deformation process results in a modified height field where the terrain has been warped according
to user-defined strokes; Figure [3.32] illustrates the difference between non-resistant and resistant
islands. This deformation introduces non-radial features, such as concave coastlines or irregularities
along the beach and lagoon, making the island appear more natural and varied.

Both the height field and the label map (which tracks the terrain regions) are updated to reflect the
deformation (Figure[3.33). This ensures that the semantic information of the terrain remains consistent
even after the terrain has been warped. The label map is deformed in the same way as the height field,
preserving the logical structure of the island for further post-processing, such as texturing or mesh
instancing.

In Figure[3.29] a simple circular island is generated from the initial height field. By applying strokes
along one side of the island, the deformation process can create concave regions along the coastline,
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Figure 3.32: (Left) Given a uniform velocity field and a resistance function similar to Figure the
coasts are smoothly eroded while the interior of the island is almost unaffected. (Right) Modifying the
resistance function to affect a strong resistance to borders emulates the effect of coast reinforcements.

making the shape more irregular and mimicking the effects of real-world wind and wave erosion. The
resistance function ensures that while the beach and lagoon areas are deformed, the abyss remains
largely unaffected as they are far from the wind and wave effective areas, preserving the island’s
overall structure.

3.4.2 Coral reef modelling

Once the terrain has been generated and deformed by the wind, we emulate the subsidence of the
volcanic island and, in parallel, the growth of coral reefs. These processes reflect the long-term
geological evolution of coral reef islands, where the volcanic island gradually sinks (subsides) while
coral reefs grow upward to "keep up" with the sinking landmass.

Subsidence

To account for the island subsidence due to tectonic activity we propose to scale the initial height field
downward, modelling procedurally the effect of the volcanic island slowly sinking into the ocean. The
user provides a subsidence rate A € [0, 1], which represents the proportion by which the island has
sunk. The subsidence is applied uniformly, meaning all terrain points on the island sink with the same
intensity, regardless of their original height or location.

The subsided height field hgpsia(p) is computed by scaling the original height field #(p) with the
subsidence factor:

hsubsid(p) = (1 - )‘) ’ h(p)
Coral reef growth

As the volcanic island subsides, coral reefs grow upward to remain close to the water surface, following
the "keep-up" strategy observed in most real-world coral formations. Coral growth is restricted to
regions where the depth is within an optimal range for coral development, typically from the water
surface to around 30 metres below before becoming much scarcer.

The coral reef features (reef crest, back reef, and fore reef) are modelled separately from the subsidence
process. We generate a coral feature height field fcor (p), which remains unaffected by the island’s
subsidence.
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Figure 3.33: A rop-view velocity field is defined from user-provided strokes (top, blue), in association
with a resistance function (top, red); a height field is deformed accordingly. Left: original height
field and render; right: altered results. The beach and lagoon regions are defined with low resistance,
which is visible by having only these regions deformed in bottom results.

Figure 3.34: The modelling of the reef growth in our model is described by a piecewise function heypq;
which is flat in the lagoon, the crest and abyss, and follows a smoothstep function as transitions for the
back reef and fore reef regions. The model is easily edited by tuning the height values and delimitations
of the subregions. Here, three examples of reef growth function with different delimitations (vertical
dotted lines), providing more or less smooth transitions between reef subregions.
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In our model, coral reef growth is entirely independent of the subsided terrain. Even as the volcanic
island sinks, coral growth is driven only by the proximity of terrain to the water surface, ensuring that
coral features always remain near the surface, irrespective of how much the island subsides.

We define distinct reef zones anchored at specific depths:

e Reef crest near sea level: heret = —2,m,
e Back reef and lagoon: hp,cx = —20,m,
e Fore reef sloping to abyss: lapyss = —100,m.

Each reef subregion is defined over a parametric domain x € [0, 1], with x = 0 the beginning of the
reef region and x = 1 its end, directly inputting the parametric distance x = Xp — Treef With ipeer the
ID of the reef region, resulting in a linear interpolation between the begining and the end of the reef
region in the top-view sketch. For instance:

e Back reef: Xback,start = 0, Xback,end = 05,
e Reef crest: Xcreststart = 0.75, Xerest,end = 0.8,

o Abyss begins at Xapyss start = 1.

We model transition zones between these regions using a smoothstep operator [Per02[:

smoothstep(x) = 3x* — 2x°.

For conciseness, denote the interpolating function as:

S(a,b,xp,x1,x) = a+ (b — a) smoothstep (H) )
1— X0

The complete coral height field, as displayed in Figure[3.34] is built as a piecewise function:
by if Xrgtart < X < Xpend
h x) = .

coral(¥) Z {0 otherwise

r&subregions

+ Z {S (ht; ht+1/ Xt,ends Xt+1,starts x) if Xtend <x < Xt+1,start ‘ (3'7)

tEtransitions 0 otherwise

Blending height fields

The final step is to blend the subsided height field hgypsig (p) With the coral feature height field Heorar (p)
to produce the final terrain. The goal is to ensure that coral features remain near the water surface
while allowing the rest of the island to subside.

To achieve this, we use a smooth maximum function, which smoothly blends the two height fields,
ensuring that the coral regions dominates where coral growth is present, while the subsided island
terrain dominates in other regions. This blending method ensures that the transition between the coral
and subsided regions is smooth and visually consistent.

We define our smooth maximum function smax(a,b) € R for (a,b) € R? as the mean of two
functions, smax~ and smax*t (shown in Figure (3.35)), adapted from Inigo Quilez’s smooth min
function [Quil3], that respectively underestimate and overestimate the function max:
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Figure 3.35: The smax™ operator (orange curve) is a function that is used to overestimate the
maximum value of two input functions (dotted curves), especially when the difference between the two
functions is small, while the smax™ function (blue curve) tends to underestimate the max operator.
Taking smax (green curve) as the average of smax~ and smax™ creates a smooth function closely
approximating the max operator, even with low values of sharpness k (Left: k = 5, right: k = 50).
Bottom graphs show a zoom on the domain x € [0.5,1.3].

Figure 3.36: Blending two functions f : R — R (black, dotted) and g : R — R (blue, dotted)
with the max operator (red curve), causing discontinuities when f(x) = g(x), and with the smax
operator (green curves) with various sharpness values k, resolving the issue at the cost of slight
overestimations with low values of k. Right presents a zoom on the domain x € [0.5,1.3].

smax_ (a,b) =a+ b-a
) e (k- (- a))
b—a

+ _
smax™ (a,b) =a+ T —exp (k- (b—a))’

- +
smax(a,b) =a+ smax_ (a,b) ersmax (a,b).

Here, a = hgpsia(p) is the height from the subsided island, b = o1 (p) is the height from the coral
reef feature, and k controls the smoothness of the transition (fixed arbitrarly here at k = 5 for heights
ranging between 0 and 1). Higher values of k bring the smax function closer to the max function

(Figure[3.36).

This smooth max function guarantees continuity by preventing abrupt height and slope differences
between coral regions and the subsided terrain, creating a smooth, gradual transition that mimics the
natural blending of coral reefs with deeper areas. The coral feature height field takes precedence
where coral can grow, typically in shallow regions. In deeper regions, such as the abyss, the subsided
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height field naturally dominates, ensuring that the final terrain accurately reflects both subsidence and
coral growth processes (Figure|3.37).

Note that the smax function is undefined for a = b, however, a proof of continuity for smax € C* is
provided in Annex [A](along with a deeper analysis of the function), resulting in

a-+ % ifa=>,
smax(a,b) = smax~ (a,b) + smax™ (a,b) _ 38
otherwise
2
Input: Deformed height field I, subsidence rate A € [0, 1], coral growth function Ficepy
(piecewise with transitions via smoothstep)
Output: Final height field h
// (1) Subsidence
foreach p do
| hubsia(p) < (1= A) - i(p)
// (2) Coral growth evaluation
foreach p do
// Use same Xp as in Algorithm
X 4 Xp — lreef // lreef = reef region ID
c(p) ¢ heorat (%)
// (3) Smooth maximum blend
foreach p do
| 7(p) + smax (hausia(p), c(p))
return /1

Algorithm 2: Subsidence, coral growth, and smooth blending.

Output

The resulting terrain represents a plausible coral reef island, where the volcanic island has subsided,
and coral reefs have grown upward to keep pace with the water level. The smooth blending between
the subsided terrain and the coral features ensures a natural transition between regions (island, lagoon,
coral reefs, and abysses).

One of the key strengths of this method is its flexibility, as the subsidence and coral reef growth
processes are modelled independently, allowing for a wide range of configurations. Users can generate
plausible island terrains with or without coral features, or apply the coral reef growth modelling to
existing height fields from other sources. Note that each of the pseudo-code section proposed in
Algorithm 2] can be replaced with surrogate methods if desired (e.g., realistic subsidence or coral reef
simulations, or the use of another blending function).

3.5 Data generation
The creation of the dataset is done through the use of the procedural algorithm for which we alter the
input parameters.

For each generation, the top-view and profile-view sketches use the user-given layout. Each outline of
the top-view sketch r* is modified by adding values of Perlin noise #, giving the final outlines:

7(9) =7 + Uoutlines(e)-
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Top view Side view

Initial height field

Reef only

Blended height field

Figure 3.37: Volcano with single vent. Bottom left: the initial height field is computed directly from the
user input. Bottom centre: the reef height field is output from Equation (3.7)). Bottom right: blended
result with Equation (3.8).

*
p

function, for which fBm noise #height (|17height‘ < 0.2 in the examples) is applied to obtain

On the other hand, we define an initial profile-view sketch by defining /1% ... (¥p), the initial height

~ _ * ~ ~
hprofite (¥p) = Pprofite (Tp) * Mheignt (Tp)-
An identical process is done for the resistance function:

p(fp) = p* (fp) : ﬂresistance(fp)'

In the examples below, all terrains are defined in normalized coordinates (x,y) € [—1,1]2
and z € [0,1]. Noise amplitudes used are bounded by |#outines| < 0.2, 0.8 < #pejgne < 1.2,
0.8 S Nresistance S 1.2.

Next, we generate a random deformation field. We do not target realism in stroke generation. Instead
we generate a random number 7 of strokes with random paths. Spread and intensity of each stroke is
also randomised, providing complexity and variety in the results. The results presented in this chapter
uses between 2 to 6 random wind strokes. Our random wind stroke paths are smooth, simplex noise-
driven trajectories biased toward the island’s center, ensuring that distortions remain mainly around
the main landmass, with uniform sampling of spread 0.1 < ¢ < 0.3 and strength 0.05 < S < 0.3.

Finally, to further enrich the dataset with erosion-like structures, we add a set of radial strokes of
small width and low strength, extending between the island centre and the exterior of the canvas,
oriented alternately landward and seaward. This produces simple radial drainage patterns illustrated in

Figure [3.38]

Once all inputs are set, we generate an example for multiple levels of subsidence A € [0, 1] producing
height fields that incorporate coral reef modelling along with its associated label map.

The pix2pix model was originally pretrained using RGB images. In this training phase, the images
were labelled using the HSV (Hue, Saturation, Value) colour space, where the Hue component
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Height field Unshaded Height field

With radial drainage patterns

Without radial drainage patterns

Figure 3.38: Multiple procedural strokes are added between the island centre and the surrounding
sea, alternately landward and seaward. This transforms a simple circular island (left) into a more
realistic volcanic island (right) by cheaply simulating star-shaped radial drainage patterns.

Output height field

Input sketches Result

Figure 3.39: An identical label map yields similar height fields over multiple inferences from the
model, even after modifying the subsidence factor (visible in the luminosity of the input image).
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specifically carried the label information. Both the Saturation and Value components were kept neutral,
meaning they did not convey any significant label-related data. The target images, the ones the model
aimed to reproduce, were formatted in RGB.

For the purpose of fine-tuning the model, we continue to use the Hue component to encode the
labels from the label map. We introduced a new dimension to the model’s learning capabilities by
incorporating the subsidence rate, denoted as A, into the Value component. This addition not only
utilises the model’s existing capability to interpret the HSV format but also enriches the input data,
which now carries additional, valuable environmental information.

Moreover, we purposefully left the Saturation component unchanged at this stage, reserving space for
potentially including another parameter in the future, which would allow us to expand the model’s
utility without altering the foundational HSV encoding scheme established during its initial training.
By adhering to this encoding format, we ensure continuity in data representation, which maximises
the efficiency of the pretrained model. This strategic update enhances the model’s adaptability and
broadens its applicability to tackle new, complex challenges more effectively.

This configuration enables rapid generation of large quantity of samples, with multiple parameters, of
a single island centred in the image.

3.5.1 Data augmentation

Result

Input sketch Output height field

Figure 3.40: A sample of the dataset with the input and output of the island copied and scaled at
multiple positions of the image, creating three different islands in a single image.

To enhance the variety of the dataset and improve the model’s ability to generalise, we apply several
data augmentation techniques in addition to the usual affine transformations (rotation, scaling, and

flipping):

e Translation: Since the original algorithm always O
centres the island, we translate the islands within the
image to remove this constraint (Figure 3.40). This en-
sures that the cGAN can generate islands in any position Figure 3.41: As we translate, we wrap
within the frame. By wrapping the island on the borders the height field and the label map, re-
(see example Figure [3.41), the model learns that data

. ducing border artefacts appearing
can appear on the edges of the image.

when datasets rarely contain content on
edges.
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e Copy-paste: In some cases, we combine multiple
islands into a single sample (Figure [3.42), with only a
maximum intersection over union (IoU) of 10%, allow-
ing the abysses to overlap but without obtaining other
region types to merge. Height fields are blend using
the smooth maximum function from Equation (3.8)), and
label blending uses the usual max operator. Regions not
covered by any island are assigned the abyss ID, which
Figure 3.42: We enforce the possibility correspond to .the minimal height. In this case specifi-
to have multiple islands at once. cally, the subsidence factor (Value channel) is close to
irrelevant (Figure [3.40] rightmost).

All augmentation techniques are simultaneously applied to both the height field and the label map
ensuring consistency between input (the label map) and output (the height field). We summarise the
complete dataset generation in Algorithm 3]

*

Input: Base outline radii r*, profile hproﬁle’

subsidence grid {A}
Output: Pairs {(label map, height field) }

// (1) Randomise sketches
foreach outline do
L 7(0) <" +13(0)
hprofite (¥p) <= Profite (Xp) - 11(%p)
p(%p) < p*(%p) - 1 (%p)
// (2) Random strokes
Generate 7 strokes {C} by uniformly sampling m control points each; sample ¢ and S¢ per
stroke
// (3) Synthesis over subsidence levels
foreach A € [0,1] do
Build /2 and I via Algorithmand apply Algorithmto get h
label map <— HSV image with I in the Hue channel and A in the Value channel
Store pair (label map, /1)

resistance p*, noise 77, stroke generator,

// (4) Augmentation

Apply translations with wrapping, rotations, scalings, flips to both label map and height field
consistently

Copy-paste multiple islands with IoU< (.1; blend heights with smax and labels with max;
and assign abyss ID for uncovered regions

return dataset

Algorithm 3: Procedural dataset generation.

3.6 Learning-based generation

In this section, we introduce the use of a cGAN, specifically the pix2pix model, to enhance the island
generation process by increasing the variety and flexibility of terrains. While the initial procedural
algorithm generates diverse island examples (convex and concave outlines), cGAN provides additional
flexibility in generating more complex terrain without the rigid constraints of the procedural algorithm
that stem from our initial assumptions based on coral reef formation theory.

Our model is trained using a batch size of 1, and optimised using the Adam optimiser with a learning
rate of 0.0002 and momentum parameters f; = 0.5 and B, = 0.999. The loss function combined
a conditional adversarial loss and an L1 loss, where the L1 loss was weighted by a factor A = 100.
The generator follows a U-Net architecture with encoder-decoder layers and skip connections, while
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Epoch 1.5
(~10 000 samples) (~15 000 samples) (~20 000 samples)

Figure 3.43: After the first epoch (left), grid artefacts similar to a low-resolution image are visible,
but are being corrected during a second epoch (middle) where erosion patterns appear in the height
fields (right).

the discriminator was based on a PatchGAN, classifying local image patches. These parameters are
directly adopted from the original pix2pix paper [IZZE17]]. We use a dataset of 1 000 single islands,
augmented with the various methods seen in Section [3.5.1]to obtain about 10 000 samples that are all
seen once during an epoch (representing about 30 minutes of training).

During inference after a single epoch, our model still outputs grid artefacts, visible in Figure [3.43]
After the second epoch, visual artefacts are already rare. Illustrations displayed in the remainder of
this chapter are results of models trained over less than ten epochs. The training time is relatively
short compared to typical deep-learning terrain generation pipelines, largely thanks to the synthetic
nature and consistency of our dataset.

Once the model is trained, the user colours a 256 x 256 RGB image to sketch the different regions.
Each region is given a specific colour based on the HSV encoding used for the dataset generation.
The examples presented in this paper use red for abysses, blue for reefs, cyan for lagoons, green for
beaches, and yellow for mountains. The subsidence factor presented in Section [3.4.2]is controllable
through the luminosity of the input image.

The Python script for the initial island dataset generation is unoptimised and takes about 2.5 s per
island of size 256 X 256 as we do not perform parallelisation here. Implementing an optimised C++
version of the initial generation process reduces this execution time to 50 ms per generation.

On the other hand, the inference time of our deep learning model for a single input image of dimension
256 x 256 remains constant regardless of scene complexity. Using the NVIDIA GeForce GTX 1650
Ti GPU with Python 3.10 and PyTorch version 2.5.14+cul21, the inference time measured is 5 ms (std
1.1 ms).

Once trained, the cGAN model generates a height field from a given label map. The output is a
complete 2D height map representing the terrain’s elevation at each point. Although the cGAN’s
internal logic is not easily interpretable, the label map remains available after inference and retains
semantic terrain structure for the user.
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' .

Input sketches Output height field Result

Figure 3.44: User applied fuzzy brushes to draw the label map, resulting in some pixels that are
inconsistent with the dataset and illogical island layouts: abyss regions (red) are found between beach
(green), lagoon (cyan) and reef regions (blue). The neural model ignores the layout inconsistencies,
and partial over-brightness as long as the pixel is not completely white.

Input sketches Output height field Relt

Figure 3.45: Without constraints on the generation, the user may use unrealistic layout and the neural
network will however output a plausible result. Here new colours have been added (pistachio), but the
network naturally considers it as a transition from mountain to beach.

3.7 Results

The resulting model for coral reef island generation enables a high level of user control as unconstrained
painting allows complex scenarios while producing height fields in real-time. In this paper we used
Blender to provide renders directly from the output height fields. As our pix2pix model is trained to
output 256 X 256 images, the resolution of the 3D models is limited by this architecture.

By using deep-learning-based models, most initial constraints are removed (radial layout, isolated
islands, ...). The control over the overall shapes of the island regions is given through digital painting
with any software, here using GIMP (first column of Figure [3.44)) and Paint (such as in Figure [3.43]).
Each pixel of the image is encoded in HSV, with the region identifier encoded in the Hue channel.
The user may increase or decrease the subsidence level of the island by modifying the Value channel
over the whole image (see Figure [3.39).
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Top view Side view Resistance

Output height field Neutral result Shaded result

Input sketches

Figure 3.46: Top row: user input used to generate the "volcanic" dataset. Bottom: User sketches
creates various islands, following the initial user inputs.
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Figure 3.47: Reproduction of islands from Flgure.
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"initial" "volcanic" "initial" "volcanic"

"initial" "volcanic" "initial" "volcanic"

Figure 3.48: Comparison between the "initial" cGAN trained model (dataset generated from param-
eters visible in Figure[3.33) and the "volcanic" cGAN (Figure[3.46] top). The input label maps are

identical as Figure
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Figure 3.49: Comparison between real (left, from Google Earth) and synthetic (right) islands of
Mayotte. The label map (centre) is hand-drawn to match approximately its real-world counterpart.

Since the model relies on pixel-level statistics rather than strict class values, it is robust to noise caused
by compression, anti-aliasing from brush tools, or resizing artefacts introduced by image editors.
The example displayed in Figure [3.44] (top) displays a sketch with blurry outlines and unexpected
layouts (see the small red regions inside the southern lagoon region or the adjacency of beach regions
directly with the abyssal region). The learned model does not include inconsistencies and results in
plausible 3D models. We can note that the input label map is not required to be hand-drawn, as a
simple Perlin noise can produce it randomly, as shown in the examples of Figure [3.50 Figure [3.44]
(bottom) shows highlight clipping (white pixels due to artificial oversaturation, losing the Hue value)
that is not interpretable by the model and resulting in black patches in the result.

The tolerance to imprecise input values enables more control about the transitions between two regions
than the procedural module. Figure [3.43]shows an example of input map with regions that are leaking
over neighbouring regions, and the introduction of new hue values nonexistent in the dataset (light
green and dark green) but are the interpolated hue values of mountain regions and beach regions.

Because our curve-based procedural phase included low randomness, the output of the cGAN is
limiting its unpredictability, meaning that small input changes result only in minor changes on the
output, preventing unexpected results. Figure [3.39] shows the result of an input map with only a
variation on the subsidence level, the resulting height fields are very similar. Adding the real-time
computation of outputs, it becomes possible to construct progressively a landscape and correct small
inconsistencies to intuitively design islands inspired by real-world regions. A creation of an island
similar to Mayotte, presented in Figure [3.49] was hand-made in just a few minutes. The islands
presented at the beginning of the chapter in Figure[3.2]are also reproduced in Figure [3.47] with different
subsidence rates.

Figure [3.46] (bottom) presents results of a second cGAN training for which the procedural parameters
used for the generation of the training dataset "volcanic" are slightly adjusted for lower overall
resistance and to have a crater in the center of islands (Figure top). The hprofile function include
a hole at the center of the island to emulate a volcaninc crater, which we can see strongly in the first
and last examples, and more slightly in the second example; the resistance function p is lowered on
the reefs, creating visible dents in the reef and dendritic patterns on the island sides.

3.7.1 Advantages of the approach

One of the main strengths of this approach is its ability to produce a wide variety of island terrains,
even in the absence of real-world data. The procedural generation methods allow for high flexibility in
designing both the shape and features of the island, while the use of cGAN enables further refinement
and the generation of terrains not bound by the original constraints of the procedural model. By
combining these two methods, we leverage the complementary advantages of both: the structured
control of procedural techniques and the pattern-learning capabilities of deep learning.

A key advantage of this approach is the preservation of semantic information throughout the generation
process. The label map, which serves as the input to the cGAN, can also be used after terrain generation
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to provide a detailed semantic representation of the different regions of the island (island, beach,
lagoon, coral reef, and island body). This label map can be useful to guide post-processing operations,
such as applying different textures based on terrain features or adding other environmental elements,
vegetation for instance. The preservation of semantic information provides a useful connection to the
next stage of terrain manipulation, making the process more versatile and adaptable to different use
cases.

Furthermore, the use of an out-of-the-box cGAN model highlights the feasibility of employing existing
neural network architectures with minimal modifications in the field of procedural generation. This is
particularly important for domains where real-world data is scarce, such as coral reef islands, allowing
synthetic data to be effectively used for training purposes.

3.7.2 Limitations

While the cGAN model provides increased flexibility and variety in island generation, it does come
with certain limitations:

e Data-driven dependence: Just as any deep learning method, the quality of generated terrains
strongly depends on the quality of the dataset. Unusual layouts or out-of-distribution inputs are not
entirely interpretable by the models. Our dataset generation method lifts some restrictions, but some
remain such as the required presence of all regions in the input map. This limitation reduces the true
diversity of the generated terrains, as the cGAN cannot generate terrains that deviate too far from the
examples in the training set.

e Biases from the synthetic dataset: Since the cGAN model is trained entirely on a procedurally
generated dataset, it inherits the biases present in the initial algorithm. For example, while the model
breaks free from the radial symmetry constraint and centre positioning, it remains dependant on the
structure and patterns of the synthetic data (e.g., our procedural drainage patterns, our reef analytic
morphology, etc.). The "realistic" aspect of the results thus depends on the generation methods used to
create the dataset.

o Lack of user control: Another limitation of using cGAN in this context is the lack of real-time
user control during terrain generation. While traditional procedural generation methods allow users to
adjust parameters during the generation process, the cGAN model operation is abstracted from the
user, providing no mechanism for direct interaction beyond the initial label map. This reduces the
level of customisation available to the user.

3.8 Conclusion and future works

In this work we presented a novel approach to generating coral reef island terrains by combining
traditional procedural methods with deep learning techniques. We first developed a procedural
generation algorithm capable of creating a wide variety of island terrains through a combination of
top-view and profile-view sketches, wind deformation, and subsidence and coral reef growth modelling.
By applying these methods, we produced plausible terrains based on geological processes, capturing
key features of coral reef islands: island, beaches, lagoons, and coral reefs.

To further enhance flexibility and realism in the generation process, we incorporated a Conditional
Generative Adversarial Network, using the pix2pix model to generate height maps from label maps
of island features. The cGAN model allowed us to overcome some of the constraints inherent
in the procedural algorithm, such as radial symmetry and fixed island positioning. Through data
augmentation, we trained the cGAN on a synthetic dataset, enabling the generation of varied and
plausible island terrains.

There are several directions for future research and improvements. One promising avenue is to
incorporate the wind velocity field directly into the cGAN training process, potentially as an additional
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Input sketch Output height field Result

Figure 3.50: Starting from random Perlin noise, transformed into a label map, we can generate a
large variety of results.
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input condition. This would allow the model to better capture wind-driven terrain features such as
cliffs or other deformations influenced by wind patterns.

Another area for exploration is improving user interaction during the terrain generation process. While
the current model allows for rapid terrain generation, adding more options for users to interact with
the cGAN, such as adjusting parameters (wind strength and main direction, erosion, reef function
parameters, ...), could improve control over the terrain generation process of our system and help the
user to generate his target results.

Finally, further improvements could be made to the synthetic dataset. Incorporating additional
geological processes, such as higher fidelity physical simulation of wave and rain erosion, and tidal
influences, could lead to even more realistic terrains at the cost of interactivity. Additionally, refining
the way islands are blended in multi-island samples, or adding more diverse input conditions (e.g.,
different geological settings), could help the model generalise and produce more varied and dynamic
landscapes.

Various other neural network models could be exploited to increase user interactions and improve
user control, with newer variants of cGANs [PLWZ19], or models with style transfer functionalities
[GEB15| ZCZ*20] in order to change the overall aspect of a terrain [PPB*23| [PPB*23|], use text-to-
image models [RBL*21, RKH*21]|| to generate height fields from a verbal prompt, or super-resolution
models [DLHT14] to increase the definition of details in the final output [GDGP16].

In summary, this chapter has demonstrated how procedural rules and deep learning can produce
convincing island terrains. Yet, terrains alone are not enough: seascapes also depend on the biotic and
abiotic features that inhabit them. The following chapter therefore moves beyond geometry to explore
ecosystem generation.
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Figure 3.51: Few frames of an editing session for the generation of a coral reef island on Paint. The
resulting height fields are output in real-time and each generation is consistant, allowing to interact
fluently with the system without unexpected behaviour. The shaded outputs (bottom of each frame) are
rendered in Blender, which are not real-time.






Chapter

Semantic terrain representation

Figure 4.1: Three underwater scenes using our environmental objects representation. From left to
right: an island cut in half by a canyon, the inside of a canyon with rocks and corals, an island with
corals, algae and a trench.

Abstract

This chapter introduces a novel method for procedural terrain generation, which leverages a sparse
representation of environmental features to produce landscapes that are lightweight, plausible and
adaptable to user desires. The method differs from traditional terrain generation approaches by
emphasising multi-scale user interaction and incorporating expert knowledge to model the evolution
of terrain features over time. By representing terrain features as discrete entities, or "environmental
objects”, our method enables dynamic interaction between these entities and their surrounding envi-
ronment, represented through continuous scalar and vector fields. The generation process is iterative
and allows for user-guided modifications at each step, including the introduction of environmental
events that influence terrain evolution. The proposed approach is particularly flexible, capable of
generating underwater landscapes with a focus on large-scale plausibility and detailed, localised
feature representation.
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4.1 Introduction

While the previous chapter focused on generating the large-scale geomorphology of coral reef islands
through sketch-based procedural rules and learning-based generation, these terrains remain purely
geometric. In practice, convincing seascapes require not only landforms but also the biotic and abiotic
elements that populate them (coral colonies, algae, sediments, rivers, and other ecological features
that interact across scales). Addressing this broader challenge calls for a representation that integrates
semantic structure, ecological constraints, and user control. To address this challenge, we turn to
ecosystem generation in this chapter, introducing a semantic framework that unifies terrain and ecology
through symbolic primitives and environmental fields.

Procedural ecosystem generation in computer graphics remains fragmented. Classical terrain al-
gorithms produce heightfields or meshes without semantic structure, plant-placement systems use
fixed-radius or zone-of-influence rules for foliage alone, and full ecosystem simulators, although rich
in biotic and abiotic processes, are too costly for real-time or interactive content creation. Conse-
quently, no prior work combines sparse, semantic primitives for both living and non-living features,
multi-material field coupling driven to steady state, and multi-scale, user-interactive authoring into a
single, lightweight ecosystem generator.

To fill this gap, we introduce a pipeline that constructs both biotic (corals, algae, trees) and abiotic
(islands, rivers, canyons) elements by instantiating environmental objects (points, curves, regions)
which read from and write to continuous environmental fields (elevation, water flow, resource stocks)
in an iterative, steady-state diffusion loop. At each step, environmental objects candidates spawn or die
via expert-tuned generation and fitness rules, and users can inject global geomorphological events or
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Figure 4.2: Examples of cartographies used in different fields of natural science. From left to right,
and top to bottom: Evolution of coastlines at Bideford, UK and Scalby, UK over the last 6000
years and 2000 years respectively (BP = Before Present) [SRH*22]]; sedimentary distribution over
Madagascar island [PWA*17)]; geological features distribution of karstic landscape at Qasr Libya,

Libya [AMO9]]; localisation of key parameters of Perth Submarine Canyon, Australia [HNHC14].

manually refine any primitive, all while maintaining interactive performance for thousands of objects.

We draw qualitative inspiration from cartographic symbology, where topographic and bathymetric
charts employ OD points (volcanoes, observatories), 1D lines (canyon heads, reef crests), and 2D
regions (soil or sediment covers) to strip away geometric complexity and preserve the spatial rela-
tionships that underpin expert reasoning (see Figure [4.2). Similarly to these map primitives, our
environmental object abstractions enable a "sketch-first, refine-later" workflow: designers begin with a
coarse semantic layout, then progressively zoom in, from mountain ridges down to individual boulders
or coral colonies, without ever losing global coherence.

In the following state of the art, we first review classical radius-based heuristics used for ecosystem
generation in Computer graphics (FRN, ZOI), Ecological-Field Theories (EFT) and reaction-diffusion
equations that inform our local interaction and diffusion mechanisms. We then present our envi-
ronmental objects-environmental attributes pipeline in detail and demonstrate its use for underwater
coral-reef environments.

Unlike full-fledged ecosystem simulations, which model temporal dynamics (population growth,
predator-prey interactions, nutrient cycling, and fluid flows, ...) over successive time steps to study
emergent behavior, our work centers on ecosystem generation, where the goal is to produce a plausible,
editable snapshot of a landscape by iteratively placing and culling semantic primitives (environmental
objects) that read from and write to steady-state environmental fields; this generation process trades
off dynamic fidelity for interactive performance and multi-scale user control, delivering plausible
biotic and abiotic scene layouts without the overhead of continuous process simulation.
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Building on these observations, the contributions presented in this chapter are:

e a sparse, domain-agnostic symbol set (points, curves, regions) that both read continuous
environmental fields and write local modifications back to them, creating a closed feedback loop,

e adecay-stabilised reaction-diffusion solver for scalar "materials" and analytical deformation of
the vector-flow field yield interactive, steady-state updates without heavy fluid or erosion simulation,

e a focus-and-refine pipeline lets users jump from kilometre-scale planning to sub-metre edits
while preserving global coherence.

4.2 State of the art

Simulating ecosystems involves a range of modelling approaches, each balancing biological realism
and computational efficiency. Broadly, biological models treat populations as continuous fields using
reaction-diffusion equations, or model each organism individually through agent-based methods. For
clarity, we classify existing work in three categories: site-based (grid or tessellation) models, Individual-
Based Models (IBMs), and continuous field models, each emphasising a different balance between
local level details and scalability. Site-based models discretise space to model local interactions
efficiently. In contrast, IBMs capture fine-scale behaviours and heterogeneity, often using spatial
interaction rules (fixed-radius, zone-of-influence, or field of neighborhood methods). Ecological Field
Models (EFMs) bridge these paradigms by representing environmental properties as continuous fields
influenced by organisms, enabling dynamic feedback between species and their surroundings. These
diverse frameworks provide flexible tools for capturing complex ecological processes at varying scales
and resolutions.

Two main modelling paradigms emerge in the literature: modelling dense populations as continuous
media [Tur52]], or representing each individual explicitly [[Cza98]l. The former excels in broad
predictions; the latter in local realism.

From a large-scale perspective, where billions of individuals are indistinguishable (e.g., grass shoots,
bacteria, whole populations), we treat species as continua and borrow reaction-diffusion models from
physics and chemistry.

Conversely, when the number of individuals is smaller or when populations are sparse enough that
individuals and their interactions must be tracked explicitly, IBMs become appropriate. These methods
treat organisms as agents that sense and interact with neighbours, making decisions (spawning,
growing, and dying for vegetation).

A hybrid family, the EFMs [WSWP85]|, describes how each individual modifies the state of its
surrounding environment. Borrowing field theory from physics, they let organisms deposit or absorb
continuous "influence fields", creating explicit feedback loops with the environment.

Below, we review the three modelling families (site-based, individual-based, field-based) because our
method borrows the sparse symbolic control of IBMs yet retains the continuous feedback of EFMs.
‘We then discuss diffusion models, the mathematical backbone for our environmental fields.

4.2.1 Site-based models

Site-based models represent the environment as discrete regions with uniform properties, interacting
primarily with their immediate neighbours (Figure .3). The concept generalises to other tessellations
such as Voronoi diagrams or arbitrary graphs.
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Figure 4.3: Site-based models partition the environment into discrete regions with locally uniform
properties. Examples include (left) regular grids, (middle) Voronoi cells, and (right) generalised

topological maps JGS23|.

Grid-based models

Grid-based models represent ecosystems by discretising continuous space into a regular arrangement of
cells, typically squares or rectangles, each containing uniform environmental properties and ecological
conditions (Figure[d.3] left). In this approach, each cell represents a spatially explicit patch hosting one
or multiple populations, with interactions primarily occurring between neighbouring cells. The central
ecological rationale for employing grid-based models is their conceptual simplicity, computational
efficiency, and ease of representing spatial processes such as diffusion, dispersal, competition, or

predation [GRO5} |[CCR10, NR12].

Mathematically, grid-based ecological dynamics are commonly described using discrete-time state
equations that represent how the state of a cell (e.g., population density, biomass, or nutrient availabil-
ity) changes according to its local interactions. A general formulation of these dynamics are expressed
as:

Nip1(x,y) = f(Ne(x, ), Ne(x,y), Et (%, ),

where N;(x, ) is the state variable at cell coordinates (x,y) at time t, N;(x, ) is the neighbourhood
of the cell at coordinates (x,y), E¢(x,y) is the explicit environmental factors (e.g., precipitation and
soil nutrients), and f is the update function that describes the biological changes given the current
state, the neighbourhood and the environmental factors around a cell.

Grid-based models are particularly suited for simulations involving diffusion-like processes or phenom-
ena with clear spatial boundaries. Classic examples in ecology include modelling vegetation dynamics
in arid ecosystems, spatially explicit predator-prey interactions, forest-fire spread, and habitat fragmen-
tation effects. Additionally, grid-based representations form the basis for Cellular Automata models,
where cells exhibit discrete states (e.g., occupied, empty, burning), updated synchronously according
to predefined state-transition rules.

Grid-based models are commonly used for their computational simplicity, easy integration with
Geographic Information Systems (GIS), and suitability for parallel computing INR12J. They
facilitate large-scale ecological modelling by clearly defining spatial relationships and boundary
conditions, thus making them practical for exploring broad-scale ecological hypotheses or management
scenarios.

However, significant limitations exist, as ecological processes may differ drastically at varying scales
(e.g., local vs. landscape-level processes). Incorrect spatial resolution of the grid cells can lead
to ecological inaccuracies or oversimplifications [Wie89]. Moreover, grid cells assume ecological
homogeneity within each cell, which may poorly reflect natural ecological heterogeneity, especially in
large cells [Lev92|. Complex ecological interactions, such as asymmetric competition or directional
effects, are typically simplified or lost in grid-based discretisation [DL94]. Finally, regular grids
impose artificial directional biases (e.g., horizontal/vertical) that impact ecological interpretations,
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especially for processes that depend on continuous spatial gradients or isotropy.
Tessellation models

Tessellation models generalise the idea of grid-based methods by partitioning continuous ecological
space into discrete regions based on proximity rather than regular shapes (Figure |4.3| centre). Among
these methods, Voronoi diagrams (also known as Thiessen polygons in ecological studies) and their
dual, Delaunay triangulations, are particularly relevant and widely applied [LJGS23| Fol19, MUOS].

Voronoi diagrams partition a plane based on a set of points (e.g., tree positions, animal territories,
or resource centres). Each region in a Voronoi diagram is defined as the set of all points closer to a
specific focal point (seed) than to any other point. Formally, given a set of points py, p, ..., Pu. the
Voronoi region V; associated with the point p; is defined as:

Vi=x €R*:d(x,p;) <d(x,p;),Vj #1i,

with d(x, p;) the distance between the point x and the seed p;.

Conversely, the Delaunay triangulation is the dual graph structure of a Voronoi diagram. It connects
points whose Voronoi regions share a common boundary, thereby explicitly defining neighbourhoods
among entities (e.g., individuals or resource patches). This duality between Voronoi and Delaunay
representations provides two complementary perspectives: territorial partitioning (Voronoi) and direct
adjacency or connectivity (Delaunay).

In ecological modelling, these tessellation methods have significant implications and applications.
Voronoi diagrams naturally represent resource partitioning among individuals or populations, capturing
territorial or competitive interactions without the artificial constraints imposed by fixed grids [CCO6].
For instance, they have been effectively employed in forest ecology to model individual-tree resource
competition, where the area of a tree’s Voronoi cell directly correlates to available resources and
competitive interactions.

The use of tessellated models may become very useful as they adapt to irregular spatial distributions,
accurately modelling ecological territories and resource accessibility based on actual entity locations.
These models inherently define spatial neighbourhoods without arbitrary distances or predefined
shapes, enabling more precise representation of interactions among entities.

Unlike grids, Voronoi cells automatically adjust spatial resolution according to entity density, allowing
finer resolution in densely populated areas and coarser resolution in sparse ones.

However, Voronoi-Delaunay models also present several limitations and challenges:

e updating dynamically Voronoi diagrams and Delaunay triangulations is computationally more
intensive than fixed-grid models, especially in large-scale or highly dynamic ecosystems where
individuals frequently appear, disappear, or move.

e Voronoi models implicitly assume isotropic interactions (competition or resource usage is equal
in all directions) and strictly distance-based territories, neglecting directional biases such as prevailing
winds, slopes, or anisotropic resource gradients.

Generalised topological maps represent ecosystems using abstract spatial relationships and connectivity
structures, emphasising the importance of topological adjacency or interactions rather than explicit
geometric positions or shapes [UMTS09]]. Unlike grid-based or Voronoi-Delaunay tessellation models,
generalised topological maps prioritise topological relationships over exact geometric distances or
spatial coordinates (Figure right). Formally, these maps are defined as graphs G = (V, E), where
vertices V represent spatial entities (e.g., habitat patches, resources, individuals, or territories), and
edges E define ecological interactions, such as connectivity, dispersal pathways, competitive influence,
or predator-prey relations [HACV21, MUOS|, PSP*24].
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By abstracting space into relational networks, these maps enable efficient representation and analysis
of ecological processes in scenarios where exact geometry may be unknown, less relevant, or overly
complex. They are particularly valuable in modelling metapopulation dynamics, habitat connectivity,
or animal movement patterns, where the critical ecological factor is the presence or absence of
connectivity rather than explicit spatial positions. Furthermore, generalised topological approaches
facilitate integration with network theory, providing tools to analyse ecological resilience, robustness,
fragmentation, and connectivity dynamics directly through graph-based metrics (e.g., connectivity
indices, centrality measures, or modularity analyses) [LJGS23,|(GBH*12].

However, the use of generalised topological maps also presents several limitations and ecological
assumptions:

e Removing explicit geometry sacrifices detailed spatial realism, potentially limiting the ability to
accurately model distance-dependent ecological processes such as diffusion or continuous dispersal.

e Ecological outcomes can be highly sensitive to how vertices and edges are defined, necessitating
careful selection or validation of the underlying graph structure to avoid artificial ecological patterns
or biased results.

e Empirical calibration or validation may be difficult, as topological maps represent abstract
ecological relationships rather than measurable spatial distances or tangible boundaries.

Despite these limitations, generalised topological maps remain valuable tools, especially when com-
bined with explicit spatial approaches [ECC*21]] or when explicit geometry is unavailable or unneeded
such as in metapopulation studies where only patch connectivity is known [DARBI18§]] or where
movement follows network-like pathways shaped by the environment rather than simple Euclidean
distance [BP22| MCB*14},|CARR12].

Conclusion

While site-based models (grids, tessellations, topological maps) provide an efficient and conceptually
simple way to represent ecosystems, they impose discretisations that may introduce artificial scales,
isotropy assumptions, or directional biases. Our approach differs in that it does not partition space
into fixed cells. Instead, we represent the environment as continuous fields updated by sparse
environmental objects anchored on points, curves, or regions. This hybrid representation avoids
the rigidity of predefined spatial partitions: continuous fields capture diffusion- and transport-like
processes at any resolution, while objects encode semantic features (rivers, reefs, sand patches) that
interact with those fields. Conceptually, this places our method between grid-based and individual-
based models: similarly as site-based approaches, it supports efficient simulation of field processes,
but in the same manner as IBMs, it maintains the individuality and heterogeneity of discrete entities.

4.2.2 Individual-based models

In contrast to aggregated or spatially discrete models, IBMs explicitly represent each organism as a
distinct unit [CHM17]]. IBMs have gained popularity in vegetation modelling because they capture
variability in size, spatial positioning, and competitive interactions among individuals. Each tree or
plant is modelled independently, with processes such as growth, mortality, and reproduction shaped by
local environmental conditions and the presence of neighbours [Chn13} [PGG*24]).

This fine-grained representation enables IBMs to reproduce emergent stand-level dynamics from
simple local rules. They are particularly effective for modelling competition for light, nutrients, and
space, where outcomes depend on relative size or distance among neighbours [MSMM11, [ZD20].
To reduce computational costs while maintaining ecological realism, vegetation IBMs often employ
distance-based competition methods (e.g., FRN, ZOI, FON) or stochastic simplifications. Recent
advances in parallel computing and GPU simulation have further extended the applicability of IBMs
to large-scale virtual ecosystems.
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Figure 4.4: Individual-based models focus attention on each element of the scene, with interaction
between neighbouring entities. This perspective allows for more precision on (left) the positioning of
each tree [ADOS|], but also on (right) the life cycle and geometry of the individuals [PGG*24).

Although our discussion is focused on vegetation, IBMs are a general ecological framework. They
are applied to animal movement and foraging, predator-prey dynamics, and even disease spread in
heterogeneous populations [GRO5, |Chn13| [PD09]. These examples underline the versatility of IBMs,
but here we emphasise their role in vegetation modelling and spatial competition, which is most
relevant for our purposes.

Fixed-Radius Neighbourhood

The Fixed-Radius Neighbourhood (FRN) method is the first appearance of a distance-based method.
Considering an application to forest ecosystems, each tree has a radius inside which we consider that
there is shade and competition for nutrients. If two trees’ radii intersect, a competition allows the
stronger tree to survive while the weaker one dies [DHL*9§]].

In graphics, FRN-based exclusion is realised by Poisson-
disk sampling (Figure .3]) or blue noise approximations
[DHOSO00] to generate entities as points that do not fall
within another entity’s radius. The algorithm can be OG- e % " Y
accelerated using a regular grid structure as proposed ~ (+) . ° : ) ’
by Bridson [BriO7]]: each cell of the grid has a width of
ﬁ with n the number of dimensions (usually n = 2).

Each cell stores at most one sample, limiting neighbour . O ] olc MO ",
checks to adjacent cells. Each point added to the grid =~ /(- D@ Tt
recursively instantiates new random samples in a spher- i i ; t
ical annulus between radius r and 2r. Variants of this
method guarantee maximal coverage [EDP*11] or pro-  Figure 4.5: Poisson Disk Sampling
pose a GPU parallelisation [WeiO8]. However, in the  ifer atively adds points in space and
presence of at least two species with different radii, the ~ "éjects a cqnc'lidate .if it is within radius
circle packing problem becomes more complicated and 7 of any existing point.

requires a larger number of collision checks, while still

relying on the spatial indexing method from Bridson’s

algorithm.
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symmetric competition

Zo12
Zone of Influence

The Zone of Influence (ZOI) model, used in Figure 4]
(left) is an ecological method designed
to quantify competition among trees by modelling their
interactions as gradual rather than binary processes

[Cza98]. In contrast to a simple binary approache pro-
posed with FRN, the ZOI model assigns each tree a

ZoI12

Figure 4.6: ZOI is represented by re- circular influence zone, typically defined based on mea-
gions around entities. The intersection surable attributes such as Diameter at Breast Height
area between two discs defines the com-  (DBH), crown dimensions, or species-specific ecologi-
petition between the two entities. Top: cal characteristics.

Symmetric competition (equal resource 1In this framework, competition between adjacent trees is
sharing, with the competition at the quantified by calculating the fractional overlap between
intersection divided equally); bottom: their influence zones (visible in Figure [4.6).

Asymmetric competition (larger entity
captures more resources, such as light)

Mathematically, the intensity of competition C;; exerted by a neighbouring tree j on a focal tree i is
expressed as:

onerlap,i ]
Ci = T

7

Azor,i

where Agyertap,ij 1s the area of overlap between the radii of trees i and j, and Azqy; is the total area of
the influence zone of tree i. This intersection area is computed directly with

2.2 2 24,2 2
A .. —r,2 Cosil d—i_rilr] + 7'2 Cosfl d_}—rijrl
overlap,ij —' 7 d?’i j 2d 7’j

1
— sy (md+ritr)d+ri—r)(d—ri+r)(d+ri+71)),

assuming 7; and ; are the radii of trees 7 and j respectively, and d the distance between the two centres.

The biological consequences of competition quantified by ZOI, such as reduced growth or increased
mortality risk, are represented through growth-response equations. For instance, tree growth under
competition might be modelled as [Das12, [UCCHO4]:

Gi= Gmax,i (1 - “EC1]> ’
i

with G; € [0, 1] the growth of the tree, G« ; the maximal potential growth if no competition affects
it, and & a sensitivity parameter determining how competition impacts growth.
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The ZOI model typically assumes symmetric (isotropic)
competition, meaning all trees compete equally in ev-
ery direction, and the competition effect between two
trees is reciprocal if their zones and dimensions are
similar. However, ecological realism can be increased
by adopting an asymmetric (anisotropic) version of the
model, which acknowledges that competition is often
directionally biased or size-dependent (Figure [4.6). For
asymmetric competition, the equation is modified by
introducing weighting based on differences in tree size
or dominance, for example:

A iy
Cij = —21] £(DBH,, DBH;),
Azo1i

with f : R?> ~— [0,1] weighting function that intro-
duces asymmetry between individuals based on size or
dominance traits. For example, f(DBH;, DBH;) can
bias competition towards larger trees by giving them a
higher share of contested resources, while f (h;, ;) with
tree heights h; and h; can represent light competition
by favouring taller individuals. The exact form of f
depends on the ecological process of interest (e.g., size
dominance, shading, or nutrient uptake).

Classical FON Asymmetrical
impact field

Figure 4.7: A common simplification
is isotropy; real stands often show
directional effects (slope, wind, light).
Left: competition in classical FON
models is identical for each entity;
right: a flow direction (black arrows)
induce a deformed competition for
resources. Asymmetric interaction
area is much more complex to compute

(PWL20).

The ZOI model is theoretically rooted in the understanding that trees compete gradually and continu-
ously, rather than abruptly. However, it does rely on simplifying assumptions (circular, isotropic zones,
homogeneous environmental conditions, and static radii within measurement intervals) which can
limit its applicability to ecological scenarios involving directional resource gradients or heterogeneous

environments (Figure {.7).

Empirical studies across diverse forest ecosystems have demonstrated that the ZOI model significantly
improves predictions of tree growth, survival, and mortality compared to simpler binary models such
as FRN. The nuanced representation of competition offered by ZOI models better captures complex
ecological dynamics, particularly in mixed-species stands, uneven-aged forests, or structurally diverse

ecosystems [Bel72, BD92].

magnitude of influence
of tree 2 on tree 1

Figure 4.8: The FON model proposes
a smoother version than the ZOI, where
the intersection between two radii also
accounts for the distance from the tree

trunk .

Field of Neighbourhood

The Field of Neighbourhood (FON) approach provides
an alternative method to quantify tree competition by
explicitly incorporating distance-dependent and size-
dependent effects of neighbouring trees on a focal tree’s
growth or survival [BHOO]. Unlike the ZOI model,
which uses circular zones and geometric overlaps, FON
models typically rely on explicit indices that incorporate
both the distance and the relative sizes of neighbouring
trees, without necessarily defining explicit geometric
overlap areas.

In the FON approach, competition intensity affecting a
given focal tree is calculated by summing the competi-
tive effects of neighbouring trees, typically as a weighted
function of their size and distance (Figure [4.8)).
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A commonly used formulation of competition intensity
FON,; for a tree i at distance r from the trunk is ex-
pressed as:

1 for 0 < r < RBH,
FON;(r) = { ¢~ C(=RBH) £, RBH < r < R,
0 otherwise

, with RBH the radius at breast height (RBH = lDBH)
(Figure[4.9), R the radius of influence of the tree (usually
proposed as R = a+/RBH with a scaling parameter
a), and C an attenuation coefficient, defined for each Figure 4.9: DBH (and RBH) is mea-
species.

sured at 1.3 m above ground level.

The overall competition at any point in space can now
be described as:

F(x,y) = ZFON (x, ).

08 ’f\\F( y)= ZFON

/\/>Z \J
P FONG)

The competition perceived by a tree i is the average of

- - - all FON values intersecting its area A:
Figure 4.10: The evaluation of the Z/ FON (x,y)da.
FON value at any point is done by accu- ] i ¥ Aoverta

mulating all individual fields [|BHOO|.

Unlike the ZOI method, the FON model does not assume a hard boundary around each tree, instead
explicitly capturing a smooth decline in competitive impact with increasing distance. It also inherently
accommodates asymmetric competition, since larger and closer neighbours exert stronger competitive
influences than smaller or more distant trees (Figure @#.10).

The FON method does not rely explicitly on geometric overlap and is thus flexible and particularly
useful in heterogeneous forests. However, to capture the self-thinning property of silviculture, an
empirical law in forestry describing how tree density decreases as average tree biomass increases
, satisfying W = CN =3 (with W the average biomass of an individual, N the density, and
C a constant) [Wes84], the generation of the ecosystem should be iteratively simulated with small
time steps [ADOS]], which is computationally expensive. Rather than simulating the full growth model
of vegetation, most ecosystem generation algorithms focus on the distribution of the elements of the
terrain, abstracting the competition into distance function deformations or statistical optimisation.



92 Chapter 4

. Semantic terrain representation

By designing non-monotonic field functions around
trees, emergent behaviours can appear. Lane and
Prusinkiewicz proposed to apply what they call a de-
formation kernel on the distance function, resulting in
a larger variety of patterns, such as the clustering of
bushes and the competition of larger trees (Figure {.T1]
top left) [LPO2]]. Building on this idea, defining defor-
mation kernels for each pair of species (Figure .11}
bottom right, presents a kernel matrix for two species)
allows the system to include ecological interactions be-
tween different species in the terrain. As a result, the

L e:*

Figure 4.11: Deforming neighbour-
hood kernels models species behaviours
and interactions. Left: different kernels
(top) yield distinct layouts (middle),

that can be encoded in a inter-species
matrix M (bottom); Right: resulting
distribution [LPO2|].

Alternatively, learning the spatial distribution of dis-
tances between individuals from examples can be used
as a statistical metric to introduce interactive tools for
ecosystem generation [EVC*15] (Figure d.12). In this
g work, a user-provided patch serves as an example: the

system extracts descriptors such as histograms of inter-
3 and intra-species distances, or correlations with envi-

simulation can introduce intra-species clumping while
maintaining inter-species segregation.

I r, WA " ronmental variables such as slope, and reproduces these
“ U Y distributions in other regions. Unlike kernel-based mod-
v oy a els, which require explicit design of influence functions,

— ik a &%

d this approach learns statistical descriptors directly from

Figure 4.12: Using statistical distribu- data.

tion from an input terrain, a different
terrain with similar distributions is syn-
thesised [EVC*15|]. Two examples are
given (delimited by blue rectangular
boundaries): uniform distribution (top)
and clustered distribution (bottom). Dif-
ferences in distribution arise from the

This method is not limited to vegetation but generalises
to any scene elements (e.g., houses, rocks, roads), mak-
ing it highly flexible for procedural content generation.
From an ecological standpoint, it resonates with point-
process modelling, where distributions of distances or
clustering statistics are fitted to observed spatial patterns
[Ben21, Bad10]]. For computer graphics, the strengths

voids in the regions of interest. of this method are interactivity and scalability: com-
plex, realistic layouts can be synthesised quickly without
costly simulation, while retaining ecological plausibility

through statistical consistency.

While the FON model provides a biologically detailed representation of competition, its computational
complexity makes it significantly more challenging to implement in large-scale simulations. Unlike
the ZOI model, which relies on predefined geometric overlaps that can be calculated efficiently, the
FON approach requires integrating a continuously decaying competition function over an arbitrary
area of influence. This necessitates evaluating the function at multiple points across overlapping zones,
increasing computational demand. Moreover, the additive nature of FON, where each tree contributes
to the total competition field at every spatial point, further exacerbates the computational cost, scaling
poorly in dense forest stands. The need for numerical integration or spatial discretisation makes
FON computationally expensive compared to ZOI, which only requires simple geometric calculations.
Consequently, while FON is useful for small-scale or highly detailed ecological studies, it is generally
impractical for large-scale forest simulations.
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Figure 4.13: EFMs represent the environment as a mathematical function where environmental prop-
erties such as humidity, shade, and nutrients are seen as distinct fields (from left to right respectively)
created by the presence of trees, bushes, and flowers [WSWP85].

Conclusion

Whereas FRN, ZOI, and FON define interactions through explicit neighbour relations, our approach
shifts this logic into continuous environmental fields. Individuals still act as discrete units, but they
interact indirectly by modifying and sensing shared fields, aligning IBMs with the EFM perspective.

4.2.3 Ecological Field Models

While the site-based and individual-based approaches have been successfully used in various ecological
studies, real-world ecological processes do no work on a discrete grid or as a set of independent
agents. Instead, they operate in a continuous spatial domain, where organisms interact with smooth
environmental gradients rather than discrete neighbours. For example, competition for light and
nutrients is not limited to direct neighbours.

To address these challenges, EFMs provide an alternative framework where environmental properties
are represented as continuous, spatially explicit fields [WSWP85]. Rather than defining interactions
through direct contact (as in IBMs) or discrete adjacency (as in SBMs), EFMs describe how organisms
modify and respond to smooth environmental gradients [[Chnl1}|SRSS12].

From a computer graphics perspective, EFMs share similarities with Signed-Distance Fields (SDFs).
Just as SDFs represent geometry through continuous distance fields, EFMs represent organism-
environment interactions through continuous ecological fields, allowing interactions to be modelled as
smooth gradients rather than discrete neighbour effects.

EFMs are based on the fundamental idea that organisms are not isolated agents but rather integral
components of their environment, influencing and being influenced by it in a spatially explicit manner.
Figure {.13] shows the effect of multiple vegetation entities on the humidity, shade, and nutrient fields
of the environment. The core ecological principles behind EFMs include two key points:

e Continuous organism-environment interactions: organisms modify their surroundings beyond
their immediate location. Environmental factors such as soil nutrients, water availability, light exposure,
and chemical signals influence other species gradually across space,

o Environmental feedback: species respond to spatially varying gradients rather than direct
neighbour-based interactions, as seen in phototropism (guiding growth toward light) [PSK*12] or root
development towards nutrient-rich soils [LKM*23]].
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The combination of these two principles creates natural feedback loops that are explicitly modelled,
allowing for a more realistic representation of ecological interactions compared to static environmental
assumptions in traditional models.

EFMs provide a continuous representation of environmental factors, bridging the gap between grid-
based and individual-based models by modelling smooth ecological gradients, instead of forcing
interactions into discrete cells. This method allows organisms to influence and respond to fields
dynamically, while providing a scalable framework that avoids the exponential computational cost of
tracking every individual separately.

While EFMs provide a biologically grounded approach to modelling spatial interactions, their im-
plementation requires an analytical framework to define how organisms modify and respond to
environmental fields.

An ecological field represents a spatially varying environmental property across a landscape. Mathe-
matically, we can define an n-dimensional ecological field as a scalar field F for each point p € R":

F(p):R" — R.

Any organism i in the scene has an influence on the ecological fields through an influence kernel K;.
These functions describe how an organism’s presence affects its surroundings. We can then evaluate
the ecological field with N entities:

F(p) = Fo(p) + }_ Ki(p), (4.1)

with Fy(p) the baseline environmental state.

The primary challenge in computer graphics is how to efficiently store, sample, and modify continuous
environmental fields. Since EFMs define spatially varying properties, they require a structured
representation that balances accuracy, efficiency, and scalability.

Several strategies have been proposed to implement ecological fields in practice, ranging from grid
discretisations [WSWP85| [SRSS12]] to procedural functions inspired by noise and implicit surfaces
[Per85, [FPRJO0]. In computer graphics, field-based representations are long established as a means
to control geometry or appearance, for instance through implicit modelling, distance fields, or scalar
textures. Building on these ideas, the Environmental Objects framework [GPG*16] can be seen as a
concrete instantiation of EFM principles: fields are directly attached to objects, enabling them both
to emit and sense spatial influences. Although originally designed for urban scenes, its conceptual
alignment with EFMs illustrates how continuous organism-environment feedbacks can be embedded
into procedural modelling systems.

Environmental Objects

The Environmental Objects system [GPG*16] implements this principle in practice by extending
scene assets with scalar fields (e.g., heat, humidity, occlusion). These fields govern local interactions,
such as snow, leaves, or soot accumulating on surfaces, and can in turn influence the appearance
and behaviour of nearby objects. Originally developed for interactive urban set dressing, the method
introduces a hierarchical framework for procedural scenes in which object-level fields control both
visual details and environmental coherence (Figure {.14).

Environmental Objects in a virtual scene dynamically adjust their appearance based on surrounding
scalar fields, allowing for realistic procedural effects illustrated with snow deposition, leaf accumu-
lation, and icicle formation. Unlike global simulations, which are computationally demanding, this
model uses local environmental fields to procedurally generate details without requiring extensive
physics-based calculations.
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Figure 4.14: The Environmental Objects framework presents a practical methodology for
integrating spatially explicit environmental interactions into procedural modelling. The Environmental
Objects concept aligns closely with EFMs, providing a computationally feasible way to embed field
interactions into simulated ecosystems.

Users can modify environmental parameters, such as temperature fields, to influence scene aesthetics
in an intuitive and predictable manner. The model enables scene composition through level of details
using object groupings, optimising the computation of large-scale environments while maintaining
local control over environmental interactions.

By employing implicit primitives to define the environmental fields and procedural blending techniques,
this framework enables efficient simulation of environmental changes while allowing for real-time
scene modifications.

In this method, each 3D model can be associated with "procedural effects”, which regroup scalar
fields representing changes in the environment (Figure [4.14] left). These fields are defined using
implicit primitives (point-, spline-, surface- or volume-based) allowing the environment properties to
be changed along a path, a surface or a volume, instead of only using points as in the initial EFM. This
enables the system to represent, for example, the diffusion of heat around a pipe, which is not possible
with the latter. The computation of an environment property is then an agglomeration of all the scalar
fields associated with the given property (Figure .14 middle). The authors propose computing all
scalar fields, such as the heat field 6, at any position p by the accumulation of objects’ fields, in a
similar manner as Equation (@.I)):

6(p) = 6o(p) + 21 6:(p),

and the occlusion field « as the product of all objects’ occlusion fields:

a(p) = ao(p) __1“1'(19)/

assuming 6y and ag to be global scalar fields for temperature and shade, symbolising the baseline
environmental state in the ecological domain.
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Using the field values, the system instantiates small de-
tails such as leaves by sampling the space with candidate
"anchor positions" (Figure [#.14] right). If the field val-
ues satisfy certain conditions at the anchor position p;,
the small-scale objects are instantiated at this position
(for example, for leaves: a(p;)I(p;) < d; using the iy R

occlusion field «, the leaves deposition field [ and the Candidate leaves ! Leaf models
distance of the anchor position to the depositing surface . ) )
d; as shown in Figure 4.15)). This method was extended Figure 4.15: Leaves are instanced if
to modify the geometry or texture of the object based the field values are fitted for leaves

on the field values (in Figure the heat field and the ~ PTesence, and the geomeltry and texture
humidity field), to manually move or rotate each of the =~ 47 altered depending on the environ-
objects, or even integrate user-defined density fields to ment [GPG*16].

populate entangled details on the ground [[GGG*16].

On the other hand, the geometry of large objects is al-

(@) [ ] I tered using the scalar fields. The authors present a simu-
P ey . - . . .
50, 50 alp) P) alp)-d(p) lation of snow deposition on the objects by displacing
) T\ S the vertices i in the direction of the original surface nor-
) . _ap, . - S e — . .
SR R — : mals 71; by an amount depending on the environment
Initial snow profile Occlusion field Temperature field ¢

(Figure [4.T6):
Figure 4.16: Snow deposition is a dis- . .
placement of vertices along the surface p; = pi + (a(pi)s(pi)g(d(pi)) — 0(p:)) 7is,

normals of the mesh (left), modulated
by the value of fields such as occlusion with s the snow field, and ¢ a snow elevation function

(middle) and heat (right) [GPG*16]]. based on the distance between the original vertex and
the border of the mesh.

In addition to the EFM framework, environmental ef- [ [ umidity fcid 7 ‘ 9
fects from environmental objects are not limited to point

sources (fields can be emitted by splines and volumes)
as the scalar functions may use a spline primitive or be
extended to volume primitives (Figure 4.17). Translated
to the ecological domain, this methodology extends the
EFM as the inclusion of water bodies, essential for real-
istic vegetation simulation, could be taken into account  Figure 4.17: The heat field produced
by considering environmental effects from rivers and by a pipe uses a distance function from
lakes which are often modelled as splines and regions in a line instead of a single point in space
3D modelling [EPCV15]|GGG*13],|GGP*15]. [|[GPG*16]].

| Melted snow

The Environmental Objects method can be regarded as a variant of EFMs, since both rely on scalar
fields that objects emit and sense. They share a common substrate of composable fields, but their
purposes differ: Environmental Objects mainly enrich visual appearance, while EFMs model ecologi-
cal dynamics. This overlap suggests cross-overs: Environmental Objects techniques can improve the
scalability and visualisation of EFMs, while EFMs can provide Environmental Objects biologically
grounded feedback loops.

Our approach adopts this fields-attached-to-objects view, but upgrades it to a bi-directional simulator:
objects both read fields to adapt and write fields to decide where/whether they should exist, yielding
emergent spatial distributions.

However, classical EFMs assume static fields, whereas many ecological processes evolve dynamically
(e.g., soil moisture depletion, growth-induced shading, or decaying scent trails). By integrating
biologically inspired feedback loops, procedural generation could extend beyond static environmental
effects, enabling simulations of growth, decay, and species interactions [OL01, |[PMG*22]||. Capturing
such time-dependent feedbacks requires a mathematical framework for field dynamics. The next
section therefore turns to reaction-diffusion equations, which provide the computational backbone for
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modelling growth, depletion, and decay in ecological fields.
Advection-Reaction-Diffusion

Reaction-diffusion models describe how a quantity u(x, t) (e.g., population density, nutrient concen-
tration, sediment stock) evolves under two coupled processes: local reactions and spatial diffusion. In
its classical isotropic form [Tur52},|OLO1]:

— = DV?u+ R(u), 4.2)

where D is the diffusion coefficient and R(u) encodes local growth, decay, or interactions. Adding
transport by external flows yields the full advection-reaction-diffusion formulation.

Diffusion

Diffusion models the random spread of material, following Fick’s law:
Flux = —DVu. 4.3)

This produces isotropic spreading, equivalent to convolving point inputs with a Gaussian kernel. In
heterogeneous environments, anisotropic diffusion generalises D to a tensor D [Ram?24], introducing
directional bias (e.g., slope-driven seepage, anisotropic dispersal in currents). In graphics, diffusion
has long been exploited for mesh smoothing and fairing [Tau935]], anisotropic image filtering [PM90],
and texture synthesis based on reaction-diffusion patterns [Tur91|]. GPU acceleration allows large grids
to be updated interactively, which directly informs our use of diffusion for transporting environmental
materials.

Reaction
The reaction term governs local dynamics:

e Linear reaction: R(u) = Au, describing exponential growth (A > 0) or decay (A < 0).

e Nonlinear reaction: logistic growth, predator-prey interactions, or Lotka-Volterra competition
terms capture resource limitation or trophic interactions [BC12| |Verd4].

In our framework, the reaction term corresponds directly to the production or consumption of environ-
mental materials by environmental objects. For example, a coral colony deposits calcium carbonate
(A > 0), while erosion removes sediment (A < 0). In graphics, reaction-diffusion systems have been
widely used for texture and pattern synthesis, where extending u(x, t) to multiple interacting fields
enables the emergence of Turing-like patterns such as stripes or spots [Tur91, WK91| |SKJYO06].

Advection

Advection introduces directed transport under an external velocity field v(x) (e.g., currents, wind,
gravity-driven runoff):

0

ai: +v- Vi =DV + R(u). 4.4)
Unlike diffusion’s random spread, advection shifts material coherently along streamlines, aligning
with our processing of water currents as vector fields [BGI*20,(OAL*17]. In graphics, this formulation
underpins fluid solvers such as Stam’s "stable fluids" [[Sta99|], where advection steps move smoke, fire,
or water density across a grid. GPU-accelerated advection is also widely used in real-time effects such
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as smoke trails or rivers, making it a natural tool to simulate ecological transport processes, which is
presented in depth in Chapter [35['s state of the art.

Decay and steady state

To avoid indefinite accumulation, a decay term —puu is added:

?;tl +v-Vu =DV2u+ R(u) — pu. 4.5)
The decay term pu > 0 guarantees that even with continuous deposition, the system relaxes toward
a steady state where inputs balance dispersal and losses. This makes advection-reaction-diffusion
models particularly suitable for efficient simulations of environmental materials, where explicit time-
stepping can be replaced by directly solving for equilibrium. In graphics, decay is often added for
numerical stability and realism: without it, transported quantities such as heat, smoke, or density fields
accumulate without bound. In our case, decay serves the same dual purpose: guaranteeing stability
and providing interpretable equilibrium states.

Green’s function solutions

For point sources, the advection-reaction-diffusion equation admits analytic solutions via Green’s
functions. For example, in 2D with isotropic diffusion, constant advection v, and decay y, the
fundamental solution is a shifted, damped Gaussian:

1 [|x — vt||?
t) = —— - —ut|. 4.6
Gl t) = pp &P ( apr* (*0)
This solution represents a spreading plume: diffused by D, advected along v, and exponentially
damped by u.

For extended sources such as curves C or regions (), the solution is the convolution of the point-source
Green’s function with the source geometry:

u(x,t) = /CG(x —y,t)dy, 4.7
u(x, t) = /Q G(x —y,t)dy. (4.8)

Closed-form solutions exist only for simple shapes such as infinite lines and disks. For arbitrary
geometries, these integrals must be evaluated numerically.

Conclusion

The advection-reaction-diffusion formalism provides a compact vocabulary to describe four funda-
mental mechanisms of ecosystem dynamics: diffusion (random spread), reaction (local production or
consumption of resources as environmental materials deposition and uptake), advection (directional
transport by flows) and decay (loss mechanisms ensuring stability).

These mechanisms are the backbone of how we model the interaction between discrete environmen-
tal objects and continuous ecological fields, combining analytic tractability for simple cases with
numerical flexibility for complex geometries.
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Figure 4.18: Overview of the pipeline of our iterative generation process: at each iteration, (1)
the environment instantiate a new environmental objects, (2) environmental objects evaluate their
fitness with respect to user modifications then (3) update the environment (Section until (4)
stabilisation with user-defined geomorphological events (Section#.3.3)). When the resulting scene
suits the user, the sparse representation of generated environmental objects is returned (Section
and can be instantiated and rendered. Ecologist knowledge (green) is injected through material and
object properties, while user control (yellow) appear on instantiated objects, environmental attributes,
and stopping conditions.

Direct user
interactions

4.3.1 Overview

Our method generates plausible, editable environments by coupling discrete semantic primitives with
continuous environmental fields. As illustrated in Figure f.18|and summarised in Algorithm[4] the
system forms a closed feedback loop in which sparse objects (environmental objects) interact with
environmental quantities (environmental attributes) through local modifiers (environmental modifiers).
This captures how terrain features both depend on and reshape their surroundings.

The framework rests on three complementary abstractions (introduced in Section #.3.2)):

e environmental attributes describe the environment as continuous scalar and vector fields,

e environmental objects are sparse, scale-independent primitives with a skeleton and per-class
rules,

e and environmental modifiers mediate their mutual influence by translating object presence into
local field updates.

Generation proceeds iteratively: starting from an initial configuration of terrain, water level, materials,
and an object catalogue, the system alternates between object instantiation and environment updates
(Section[d-3.4). Users can intervene at any time by editing objects or triggering geomorphic events
(Section[4.3.5). The process converges to a steady state and yields a sparse semantic scene suitable for
meshing or rendering (Section 4.3.6).
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Input: Base height field ki, water level L, user flow W, catalogue O, target
multiset O, material params for M
Output: Sparse set of instantiated environmental objects

Initialisation:

H+—h—-L

Initialise M scalar fields (zeros or expert priors)
Weimulation <— terrain-aware flow from H W < Waser + Wsimulation
E—(H, W, L, M)

O+—o

Generation loop:

while not stop (max iters / O reached / user approval) do

// (1) Instantiate new objects

foreach class € 5 do
sample position: ps <— arg maXp, Welass(Pk, &)
if Weiass(Ps, £) > threshold. s then
compute object’s skeleton: skeleton, < T'¢jass(E)
add new object 0 to O

// (2) Environment update from environmental
modifiers

H < recompute from all objects height modifiers H

Weimulation <— recompute from 4

W+ % 2060 )\0 uo

objects

W Wuser + Wsimulation + W+

objects
M <+ advection-reaction-diffusion

E—(H, W, L, M)

apply direct user edits to skeleton

apply geomorphic events analytically on &€
O < remove unfit objects

return O // sparse environmental objects

Algorithm 4: environmental objects generation pipeline.

4.3.2 Core concepts

Our approach extends the concept of environmental objects, simplified, scale-agnostic terrain features
that interact with their surroundings to simulate complex ecosystem dynamics. These environmental
objects, which represent natural features (corals, algae, islands, rocks, ...) influence and are influenced
by environmental fields (temperature, humidity, elevation, ...).

In this section, we present the different related concepts that underpins our method. We first intro-
duce the continuous environmental fields (environmental attributes), then the discrete actors that
perceive and affect these fields (environmental objects), before detailing how they modify the fields
(environmental modifiers) and how the full pipeline orchestrates their interaction.

Environmental attributes

In the field of geography and for EFMs, a "field" is a spatially continuous variable defined at every
point of the domain, encompassing scalar fields (elevation, temperature) and vector fields (wind,
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current). In the following, we name every such quantity an environmental attribute.

In an ecosystem simulation, each actor has an impact on all other actors, which results in an exponen-
tially growing computation effort which becomes problematic as the number of elements of the terrain
increases. Direct pairwise interaction between 7 organisms scales as O (1n?). Instead, we adopt the
standard EFM strategy: every environmental object writes to local environmental attributes through
its environmental modifier. Each object then reads them, turning the global complexity into a linear
complexity per simulation step and thus remaining interactive even for thousands of objects.

We bundle the currently supported fields under the unified term "environment", denoted as
E = (H, W, L, M), where H (height) and L (water level) are scalars, VW (water currents)
is a 2D vector field, and M (environmental materials) is a vector of per-point resource stocks (sand,
salt, moisture, limestone, ...).

Environmental objects

A geographical feature, also called object or entity, is defined as a discrete phenomenon located at
or near the Earth’s surface. It represents geographic information that are depicted in maps, GIS,
and other forms of geographic media. This term includes both natural and human-made objects,
ranging from tangible items (e.g., buildings or trees) to intangible concepts (e.g., neighbourhoods or
savanna). Features are distinct entities with defined boundaries, differentiating them from continuous
geographic masses or processes occurring over time. They can be categorised as natural features,
such as ecosystems, biomes, water bodies, and landforms, or artificial features (e.g., settlements,
administrative regions, and engineered constructs). We use the term environmental object in this work
to avoid the ambiguous term "feature".

Each environmental object is anchored by a skeleton (a — 3
point, curve, or region in the cartographic sense) which Q
captures its footprint while postponing heavy geometry

generation (Figure 4.19). Our objects are: %
S Pmral
o Point-based: isolated boulders, individual trees,
individual corals, ...
e Curve-based: river, coral reefs, fault scarps, ... Figure 4.19: Environmental objects,

e Region-based: islands, forests, sediment patches,  from 2D abstract geometric shapes
(top) to a possible 3D geometry (bot-

tom).

Via its specified environmental modifiers, an environmental object locally deposits, removes, or diverts
environmental materials, thereby updating the surrounding environmental attributes. Conversely, its
viability is re-evaluated through a user-defined fitness function that samples those same fields. If
viable, a skeleton fitting function refines the skeleton (e.g., a river streams downhill, and seagrass
meadow patches are limited to luminous areas).

Environmental modifiers

The environment determines if an environmental object can survive at a certain position. When
an environmental object is placed, its surrounding environmental attributes are affected through
environmental modifiers T = (HT, W*,®, M™) where H defines a change of height, W the
modifications of the water current field, and M ™ the environmental materials alterations. The water
level L is not modified by an object, hence @.

Environmental objects are subject to altitude constraints. However, to maintain a clear distinction
between semantic modelling and 3D modelling, we do not compute the exact physical shape or
detailed height field of each environmental object. Instead, we define a coarse height function H ™,
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a parametric surface derived from the skeleton, that provides a coarse estimate of local elevation
changes. This coarse proxy lets us evaluate altitude-dependent rules without the cost of globally
computing the height field.

Altering the vector field WV is performed by composing the individual contributions W of each
object at position p, following [WHO91]. For efficiency we adopt an analytical deformation kernel
inspired by Kelvinlet solutions [GJ17] to aggregate these local disturbances.

Each environmental object possesses intrinsic environmental materials that both spread and are
absorbed around its skeleton over time. For example, a coral colony deposits limestone while
simultaneously slowing currents; the reef then uptakes that limestone for growth. In our model the
colony contributes a deposition term Mﬁmestone, and the reef absorbs it. No direct object-object
communication is required.

Scalar environmental attributes are updated by adding or removing mass around the skeleton and then
diffusing it, biased by ¥/. We assume a steady state regime, guaranteed by a decay rate u € [0, 1] that
prevents unbounded accumulation during advection-diffusion.

4.3.3 Initialisation

We initialise the terrain with a height field / and a water level L. As a large number of underwater
environmental objects depends on altitude or depth, we use a shorthand notations H = h — L (signed
height above water) and D = —H (signed depth below water). The height field provides variation in
altitude, which influence the generation process of the scene.

192
A catalogue of available environmental objects O is supplied by field experts; the user provides an
optional target list of environmental objects O used as a stop condition of the process.

Finally, different environmental materials are defined with properties: diffusivity, density, decay rate,
and advection sensitivity. These parameters are chosen with field experts to reflect plausible physical
behaviour.

An initial environment configuration, resulting from the initial height field & and water level L, the
environmental materials distribution M represented as scalar fields M : R? — R, and water currents
W as a vector field W : R? — R?, is then available for all environmental objects to evaluate growth
and spawning. The set of environmental attributes is noted £ = (H, W, L, M).

The definition of environmental objects properties and environmental attributes is done with field
experts, who first decide which environmental materials layers are relevant for the target biome
and then anchor the corresponding parameters in the system. The generation phase starts from this
environment plus an optional seed set of environmental objects.

4.3.4 Generation process

Once initialization is complete, we enter an iterative generation phase in which objects and environment
co-evolve until a steady state is reached. Each iteration alternates between two main stages:

e object instantiation and shaping, where new environmental objects are proposed, evaluated,
and fitted to their surroundings and

e environment update, where these objects modify the environmental fields through their environ-
mental modifiers.

The iterative loop continues until user-defined termination criteria are met such as a fixed number of
iterations, the completion of a target object set O, or explicit user approval. During this process, users
may intervene at any time to steer the generation, either by editing individual environmental objects
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Figure 4.20: While the fitness function guides the position of the environmental objects, the skeleton
fitting function provides an indication of the suitability of the environmental object in its surroundings.
This information is used to determine if the environmental object should be removed, but may also be
used for visual purposes to indicate unhealthy corals or eroded rocks.

interactively or by triggering large-scale geomorphic events that globally affect the environmental
fields.

The following subsections detail these mechanisms: the instantiation of candidate objects and their
fitness-based adjustment, the update of height, flow, and material fields via local modifiers, and the
interactive and event-driven interventions that allow continuous user control.

Placement of environmental objects in an environment

At each iteration of our algorithm, we aim to place new environmental objects at plausible locations.
Because we do not enforce physical time continuity, our goal is to progressively enrich the scene
according to user intent while maintaining ecological and geological plausibility. Since each en-
vironmental object modifies the environment when instantiated, potentially destabilising previous
placements, the goal is to insert new elements where they minimally disturb the existing scene.

Our placement algorithm proceeds in two steps: first, it identifies the globally most suitable position
using the fitness function w, which depends on environmental attribute (altitude H, water flow W,
water level £, and environmental materials availability M). Second, we refine the object’s shape
using its skeleton fitting function I'.

Fitness function Our placement method take inspiration from "Darwinian fitness", refering to an
organism’s ability to survive and reproduce in its environment. It is a measure of how well-suited an
organism is to its surroundings, and those with higher fitness are more likely to pass on their genes to
the next generation. In a similar manner, the fitness function of an environmental object evaluates its
suitability at a location in the terrain, extending the meaning to living features (e.g., forests and corals)
and non-living elements (e.g., reefs and lagoons).

The fitness function w(€) : R? — R quantitatively evaluates how well a given environment location
satisfies the requirements of environmental objects. In other words, w returns a numeric score
representing the suitability of local environmental conditions for each object. This function considers
various environmental variables such as altitude, the presence of specific materials, water current
strength, and their respective gradients. Defining separately w for each environmental object class
allows the algorithm to be tailored to the unique needs and tolerances of different object types.
High w values indicate favourable sites for the object, while low values correspond to unsuitable or
inhospitable locations.

Different types of environmental objects require different criteria for their fitness evaluation. For
example, a river might prioritise lower altitude and proximity to water currents, while a forest might
prioritise higher altitude and specific material availability. The flexibility of the fitness function allows
it to be customised for each environmental object, ensuring that the generated terrain remains coherent
and realistic. To ensure that a coral entity appear at at position around 10m deep, with low wave
energy, low sand concentration and on a flat surface, we encode these constraints as:

Weoral = normal(D - 10) - ||VD|| — Mand — HWH
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In practice, to find suitable locations for an object, we evaluate its w across the environment’s spatial
domain by randomly sampling w values over the terrain, effectively producing a fitness map for that
object class, where peaks indicate highly suitable locations. Each object class thus yields its own
fitness map. The position with the best fitness value serves as seeding point to shape the environmental
object’s skeleton thanks to the skeleton fitting function

The value of the fitness function can be used later on to modify the geometric representation or the
appearance of the environmental object to appear more eroded (Figure 4.20).

Skeleton fitting function The candidate object is first seeded at its optimal the position
ps = argmaxp w(p). This seed acts as the initial guess for the subsequent shape optimisation for
the skeleton fitting function T'(£) : R? — R described below. Moreover, this two-step optimisation
allows a coarse approximation of the global maximum of the fitness function with few samples,
reducing its computational demand, as the skeleton fitting function optimisation is focused on a single
seed.

Point-based skeleton

For objects whose skeleton reduces to a single point (boulders, individual corals, etc.), we refine the
seed by hill-climbing on a (possibly different) fitting field I'. In most cases, we simply set ' = w,
but the user may supply a sharper or multi-objective field when needed. Optimisation proceeds by
gradient ascent on VT

Curve-based skeleton

The skeleton of a curve-based environmental object is best fitting shape in the environment it is added
to. Using an Active-Contour ("snake") formulation [KWTS88|], we seek a parametric curve C that
minimises the following composite energy:

E (C) = Einternal + Eexternal + Eshape + Egradient/ (49)

In this configuration, Ejpernal induces a smooth continuity of the curve by reducing the spacing of each
point while reducing the curvature. Another energy, Eexternal, integrates the skeleton fitting function
over the curve, often seen as an attractor of the points, that tries to descend the gradient to find local
minima. At the same time, Egpape applies constraints on the curve shape, which, in this case, is to target
a specific length L. As such, the curve searches for an optimised shape given constraints in Eghape
for minimising Eexternai- We introduce a new term Egpagiene in the energy computation that pushes
the points of the curve in the direction of the slope of the skeleton fitting function, also providing an
orientation for the curve.
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e Internal energy:

The internal energy introduced in is composed
of two components imposing penalties on the local prop-

erties of the points of the curve. The first derivative
forces the points along the curve to be evenly spaced by
minimising the curve tension, while the second deriva-
tive restricts it from forming sharp corners, increasing
the rigidity of the curve. As our aim is to represent natu-
ral elements, we rarely find sharp features and thus we
use the original definition from the Snake formulation:

-*" Tension - Rigidity
optmisation optimisation

Figure 4.21: Internal energy minimisa-
tion for one vertex is done by reducing

Einternal = & (/c HCI(S) H2 ds + /C HC”(S) H2 dS> . the difference of length with the next

and with the previous vertices (tension,
left), while reducing the curvature at
this point (rigidity, right).

(4.10)

In Figure 421 we see the two different components of this energy minimisation: averaging the vector
formed by the previous segment with the vector formed by the next segment, we move the vertex to a
position for which the two new segments are equal in length. On the other hand, translating the vertex
towards its projection minimises the curvature at this vertex.

Figure 4.22: The central vertex exter-
nal energy is optimised by translating
in the same direction as the function’s
gradient V w.

e External energy:
The external energy is also present in the original work.
Using an external scalar field, each point of the curve
is forced to follow the steepest slope of the field. The
external field can be seen as an attractor for the curve

(Figure [4.22).
Eexternal = _“e/cr(c(s)) ds 4.11)

The energy is minimised when the vertex is positioned
at the global maximum of the scalar field.
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e Shape energy:
We introduce the shape energy, an energy defined on
the whole curve to apply constraints on its final shape.
As natural features often have a given dimension, we
propose to add a constraint on the length of the skeleton

(Figure [4.23):

2
Eshape = &g (L— /C ”CIHEIS> . (4.12)

The original Snake algorithm is biased, forcing the curve
to shrink as the internal forces attract the vertices to-
wards their neighbours. The introduction of a target
length cancels this effect.

Figure 4.23: The shape energy is min-
imised when the arc length of the curve
C is equal to a parameter L, obtainable
by moving towards or in opposition to
its neighbours.

e Gradient energy:

In our application, having information about the orien-
tation of environmental objects may be essential, such
as guiding a river in the direction of the slope. For this
purpose, we introduced a gradient energy component in
the formulation. The equation imposes that the direction
of the curve at any point should be directed towards the
gradient of the scalar field (Figure #.24):

Egradient = “g/c —<C/(S), \ A% (C(S)))st (4.13)

As the external energy pushes points towards the low-

est point of the scalar field, the gradient field restricts
Lot the gradient descent for the global curve into a specific
ot . way, which may feel more natural. Figure .25] presents

the effect of gradient energy with three identical initial
curves: a strong gradient energy factor (top) drives the
curve uphill while a negative coefficient (bottom) forces
the curve to avoid steep slopes.

Figure 4.24: The gradient energy is
minimised when the curve crosses per-
pendicularly the isolines of the func-
tion. Black: the initial curve, Blue: a
possible curve crossing the gradient
obtained by displacing the vertices.

During the optimisation process, the gradient of the scalar field is already evaluated by the external
energy optimisation, so the addition of the gradient component comes without additional cost.

Region-based skeleton

When the skeleton is a closed boundary (island, forest patch, lagoon), we adapt Chan-Vese seg-
mentation [[CVO1]: the gradient term vanishes and the external energy integrates over the enclosed
domain.
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Figure 4.25: Three examples of Snake optimisation from an initial curve (orange line). One vertex
of the curve is fixed. Top row has a strong gradient energy coefficient ag > 0, middle row has no
gradient energy coefficient ag = 0, and bottom row has negative gradient energy coefficent ag < 0.

The resulting energy E to minimise for a closed region whose borders are defined by the curve C is
then expressed as E(C) = Einternal + Eexternal + Eshape-

The internal energy is expressed identically as for curve-based environmental objects. The external
energy, however, is modified to take into account the interior of the region instead of only the borders.
We use the idea of the Chan-Vese algorithm, separating the energy value for the inside () and the

borders C of the region [CVO1] |Get12]:

Eexternal =A1/Ql‘(s)ds+A2/cr(C(s))ds. 4.14)

A1 emphasises interior homogeneity (e.g. constant humidity for a forest), while A, attracts the
boundary to strong gradients (reef rim at the lagoon edge).

Finally, the shape constraint energy Egp,pe targets an area A:

2
Eghape = &s <A —/ 1ds> .
Q

In our implementation, each environmental object’s skeleton is a connected component, as we define
the boundaries by the connected curve C, but it can be convex or concave. An infinite penalty is added
for the curve’s self-intersection.

At every global iteration, each object re-evaluates w(C, £) < Ty with T a threshold for which the
object is removed, fixed for each object class; otherwise we take advantage of the iterative nature of
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the Snake algorithm and improve the shape of the skeleton by optimising their skeleton fitting function
again. If the user fixed the position of vertices, we simply set VE = 0 at the given vertices.

Environmental material modifiers

Every instantiated environmental object contributes a local environmental modifier tuple £;” = (H}, W, M),
affecting elevation, flow, and resource fields respectively. At the end of each iteration we assemble the
provisional environment:

Er=E+) &, (4.15)
0cO

before advection-diffusion relaxation and viability tests.

For every material layer m € M (sand, limestone, nutrients, ...), we store a scalar availability field
cm(p, t) defined on the plane.

Each material has four transport parameters (pm, Vi, D, ym): mass density p;, low-coupling factor
Vi, molecular diffusivity Dy, and first-order decay rate pi;,.

In our method, we consider that living or abiotic objects deposits (positive source) or absorbs (negative
source) material, thereby mediating indirect interaction with its neighbours. For object o0 deposing or
absorbing the material 71, we denote the net source term S, ,(p) at a given point p:

Simo(P) = (Do — Amo) G(d(p)), (4.16)

where G is a Gaussian kernel centred on the skeleton, d(p) is the shortest distance of p to the skeleton,
and Dy, , and Ay, , are the deposition and absorption rates.

Material advection combines gravity-driven downslope drift and water-borne transport. We approxi-
mate the velocity field:

O(p,t) = pu VH(p, t) + v W(p, t). 4.17)

The environmental materials are also dispersed at a diffusion rate D,;,, for which we use the advection-
diffusion-reaction equation to evaluate the distribution over time ¢:

d
X L g Vem = D V2em — pmCm + Y Smo. (4.18)

ot 0eO

We solve Equation (4.18)) numerically using an Euler integration:

cm(p,t +dt) = max (0, cp(p, t) (4.19)

+ dt(Dmvzcm(p,t) — Umem(p, t) — ®(p,t) - Vem(p, t) + %Sm,o(p))).

The linear decay py, prevents indefinite mass build-up and drives the system toward a bounded
equilibrium, following the practice of EFMs [SRSS12]. Figure .28]shows the stability of a diffusion
simulation over 200s with and without decay, with and without a flow field. A steady state is visible as
the MAE (Mean Absolute Error, i.e. discrete approximation of L!-norm) from one time step to another
drops at t = 50s in the case of a small decay, while the MAE diverges in the case without decay.
The implementation of this process is straightforward, as summarized by the concise pseudo-code in
Algorithm 5] which integrates advection, diffusion, decay, and source terms in an iterative loop.

An example of deposition of sand from an environmental object is provided in Figure #.26] which is
mainly affected by the water flow generated by the islands.
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Figure 4.26: (Left) A single island deposits sand over its region, which is displaced by the water flow.
(Centre) With two adjacent islands, we see an accumulation of sand (green) in the valley they form, as
we would see in nature. (Right) This phenomenon is directly due to the cancelling of their respective
water flow influence, producing a region with low currents, allowing sand to settle, without any need
for complex computation.

The effects of varying the different material properties of sand spread from rocks in a canyon with
high water currents are presented in Figure #.47] The special case of shade and coral calcareous
deposition (reef-building material) only relies on diffusivity and decay to conserve a static modification
on the surface, without the need for another framework for this unique type of environmental change

(Figures [4.27 and .44).

Input: c(-), W, H, params (p, v, D, i), sources and sinks S(-), step size dt
Output: Steady state environmental material

®(p) < pVH(p) + vW(p) forall p
C+c
do

c+ ¢

foreach p do

| é(p) < max{0, c(p) +dt [DV?c — uc — - Vc+S(p)]}
while ﬁ[}p 1E(p) —c(p)| > // MAE < T

return ¢
Algorithm 5: Advection-diffusion-reaction for a single environmental material.
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Scene with tree meshes and flow field Without meshes and flow field

Figure 4.27: While we do consider shade (red) as being a environmental material in the same manner
as sand or pebbles, setting the influence of water currents and slope to null makes it independent of
the environment, staying at the position of the yellow environmental object that generates it.

t=2s 10s 50s 100s 200s 2s 10s 50s 100s 200s
. 5 - (A€ with =B 0.03200) (MAE with 0 - 0160501 (4AE with =500 0207581 (MAE with e 00 0.42610) - MAE with i< 0.05616) (A€ w100 0.12239) (MAE with =B 0018601 (MAE with 11008 0.00169)
S
]

e a0 =30
(i i 232" 003887 (s 7210

[

) I i

s

Figure 4.28: With the addition of a decay term in the advection-diffusion-reaction equation, the
spread of the environmental materials tends towards stability after a few iterations (right), whereas
the total mass would otherwise increase indefinitely (left). Concentration values are clamped to 1 for
visualization. This behavior also holds in the presence of a flow field (bottom), here with bounded
diagonal vector field oriented along x = y. Moreover, decay reduces boundary-related instabilities;
bottom left uses a zero-gradient boundary condition, which leads to unstability from the borders.

IE==E

With advection

No decay With decay y = 0.05

Approximation of distances from environmental materials.

The use of environmental materials provides an efficient, on-demand approximation of the distance
to the closest instance of an object type O, with computational complexity linear in the number of
objects in the scene. For each object type (e.g., coral, rock, reef, island, ...), we maintain a separate
environmental material field M pjec; that evolves under diffusion-reaction only (advection disabled
by setting v = 0 and p = 0). The object’s skeleton acts as a Dirichlet boundary: for every skeleton
point g, the concentration is fixed to a constant value cobject(q) = Cg with C5 > 0.

Let I' denote the skeleton of all objects of a given type and d = ||p — q|| with q € T the closest skele-
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ton point to p. The diffusion-reaction field is updated using forward Euler steps of Equation (4.19):

Cobject (X, t+ At) = Cobject(xr t) + At <szcobject(xz t) —H Cobject(xr t)) (4-20)
Cobject (q, 1) = Cs, q €T. (4.21)

To approximate the distance from a query point pg to the nearest object, we perform gradient ascent
on the concentration field: starting at py, we follow the discrete gradient V copject until reaching a
location p where Copject(p) = Cs. The distance estimate is then

d=|p—rpol-

This setup allows direct queries for the distance to any specific type without additional preprocessing
on the complete terrain, while alternative strategies such as using Euclidean distance transforms could
also be applied to avoid the gradient ascent with a single lookup at the cost of heavier computation.
The complete distance-query procedure is given in Algorithm|[6]

Input: Screened field cobject(-) with Dirichlet copject = Cs on skeleton I', query point
Po )
Output: Approximated distance d
P < Po
while cypjec(p) < Cs — e do
| p < p+7Veobjeat(P) // gradient ascent
return d < ||p — pol|

Algorithm 6: Distance query to nearest object of a given type.

Height modifiers

Terrain elevation is updated by blending the coarse height function functions of all objects that overlap
a query point p. We simplify the shape of environmental objects to analytical functions such as a
mountain to a cone, a reef as a curved cylinder, or a coral boulder as a sphere, enabling fast, on-demand,
and multi-scale computation of the altitude at any point. Because we work with a DEM, overhangs
are ignored.

To preserve ordering constraints, we partition objects into three mutually exclusive groups:
e G: grounded data (e.g. islands) defined from the absolute zero level,

e A: altitude-relative shapes (depth-constrained corals, tidal flats),

e S: fine surface details that sit on the current terrain, which can be seen as bumps or carves from
an aerial view.
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Groups G and A are combined with our smooth maxi-
mum/minimum operators as presented in the previous
chapter to avoid C? discontinuities, while surface details

in S are simply summed: A
Hi(p) = smaxoeg Hy (p), @2 //\

H(p) = sminye 4 Hy (p), (4.23) @
Hi(p) =) H, (p) @24) —

0eS | ——

The final coarse elevation and its analytic gradient (for  Fjgure 4.29: The final coarse height

slope queries) are then given by the smooth maximum function is a combination of the three
+ + .. + .
between H; and H, and the addition of # g (Fig- groups of environmental objects:

ure [4.29): grounded data G (red) and altitude-
relative shapes A (orange) are aggre-
H*(p) = smax <%+/ 7'[1_1) + 'HE (4.25)  gated by the smax operator, then the

surface elements S (green) are added.
The gradient VH* is used by fitness rules that depend
on slope, as well as the analytic water flow simulation

Wsimulation-
Influence on water currents

We define the global water current as a vector field composed of three components:

W(p) = Wuser(P) + Wsimulation(P) + W(jt_)jects(p>' (4.26)

Here, Wser(p) is a user-defined vector field that provides direct control over the flow direction
and intensity using stroke paths, as presented in the previous chapter. The term Wimulation (P) is an
analytically defined component directly adopted from the terrain-aware wind simulation approach
introduced byParis et al. [PPG*19]], which we use for large water body fluid simulation. Finally,

W:bj ects (P) represents the deformation introduced by environment objects.

The simulated component Wgimulation captures how water flow is diverted and shaped by the underlying
terrain. It starts from a uniform flow direction a and introduces warping based on the terrain gradient
evaluated at multiple spatial scales (Equation (4.29)). The resulting vector field is expressed as:

n
Wsirnulation(p) - Z Ciq)i 0. (4~27)
i=0

In this formulation, v is a base velocity vector adjusted according to the terrain elevation:
v=a(l+ky|H(p)|), (4.28)

where 4 is the global flow direction and velocity, |7 (p)| is the vertical distance from the terrain to the
water level at point p, and ky, is a scaling factor simulating the Venturi effect, which increases velocity
in regions of compression.

Each ®; - v term represents the warping of v at scale i, defined as:

P -o=(1—-a)v+ akiV,”:'-\l;L (p) with a= HV%—Z(p)H . (4.29)

N N
Here, H; denotes the smoothed terrain elevation at scale i, and V#; " (p) is the vector orthogonal
to the terrain gradient, directing flow along paths that curve around elevation changes. The blending
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coefficient a controls the interpolation between the original flow and the deviated flow, based on the
steepness of the terrain. The deviation coefficient k; determines the strength of the flow deflection at
each scale.

As proposed in the original method, we employ two spatial scales (n = 2), using Gaussian smoothing
kernels with radii of 200m and 50m. The associated weights are set to cg = 0.8 and ¢; = 0.2, with
deviation coefficients kg = 30 and k1 = 5 respectively. This multi-scale formulation enables the
simulation to account for both large topographic features and finer terrain details, resulting in a more
nuanced and plausible flow field.

The proposed formulation offers a terrain-aware approach to modelling water currents, recognising
that topography is the dominant influence on flow direction in natural environments, particularly in
the absence of dynamic fluid interactions. By analysing terrain gradients at multiple spatial scales,
the solver captures both broad elevation patterns and fine landform features, resulting in a plausible,
nuanced flow field that naturally conforms to hills, valleys, and river paths without requiring a full
physical simulation.

Unlike physics-based solvers (discussed further in Chapter , the analytical formulation of Wgimulation
exposes intuitive parameters such as flow direction, elevation sensitivity, and gradient deviation that
can be directly adjusted by the user, making it especially suitable for terrain generation pipelines
where user intent or artistic direction must be encoded. The solver is also computationally efficient
and supports on-demand evaluation, avoiding the need for dense precomputed data and aligning well
with the requirements of real-time systems, streaming terrains, and interactive editors.

While the model assumes steady-state flow and does not simulate dynamic phenomena such as rainfall,
flooding, or erosion, these effects can be layered atop the static flow if needed, preserving a lightweight
design that still conveys physically plausible behaviour. Finally, our system is purposefully modular:
Wimulation addresses large-scale flow patterns, while small-scale variations (turbulence, vortices, and
flow deviations caused by small-scale features) are handled separately by the W:bj ccts term, allowing
each component to specialise in its relevant spatial scale.

-

[ Calm |l

& 330

Vector field deformation through Kelvinlets

W;,;jects is a deformation field defined as the accumu-
lation of flow primitives. The use of analytical primi-
tives to represent localised variations within large-scale
scenes has been explored in various contexts through

the edition of wind fields (Figure d.3T) [WH91]| and au-

thoring of rivers” water surface geometry (Figure {.30)
[PDG*19]|. In the latter, flow primitives are primarily
used to generate the geometry of the water surface, but
the same primitives are also reused to produce a flow
field, enabling effects such as floating debris or leaves
drifting along the surface. Because geometry is sen-
sitive to overlapping influences, the authors organise
primitives into a blending tree, where merge and replace
operations control how individual contributions interact.

Cascade

Figure 4.30: Peytavie et al. uses a
sparse representation of a river surface
to include details at the water surface
that are aggregated in a construction
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On the other hand, Wejchert and Haumann showed
that simply summing flow primitives generates velocity
fields that approximate Navier-Stokes dynamics (Fig-
ure 4.3T) [WHOT]. Because this method affects motion
rather than visible geometry, this additive approach of-
fers a good trade-off between plausibility, user control,
and computation time. In our method, we adopt a similar
additive approach to combine Kelvinlet-based primitives.
Our goal is to define a deformation field, and as such,
summation offers an effective and intuitive way to accu-
mulate the influence of multiple localised deformations

1Ko

Figure 4.31: Wejchert and Haumann
propose to describe the flow field of
the environment by a sum of primitives,

resulting in a simulation of wind field
controllable by the user at very small

memory cost [WH9I|].

Kelvinlets were introduced to computer graphics as an efficient means of producing physically
plausible and interactive deformations [[GJ17]. In our context, they provide a smooth and com-
pact representation of flow alterations, ideal for integrating environmental features into vector field
modelling.

at various scales, without requiring additional structure
to resolve overlaps.

Kelvinlets are based on the Kelvin solution, which is the Green’s function of the Navier-Cauchy
equations of linear elasticity. It describes the displacement u(p) at a point p € IR caused by a force
applied at q, in an isotropic, homogeneous elastic material:

uV2u+ (A +u)V(V-u)+6(p — q)F =0,

where A and p are the Lamé parameters, with y also known as the shear modulus, and F is the force
vector applied at a single point q via the Dirac delta function 6(p — q).

To regularise the singularity at p = q, Goes and James introduced a smoothed form known as the
regularised Kelvinlets, which allow deformation effects to fall off smoothly with distance, and prevent

numerical instabilities [|[GJ17]].

Given a centre q, an evaluation point p, and a regularisation €, we define r = p — q and the regularised

distance e = +/||r||% + €2.

We use the scale, grab, and twist formulations of the
regularised Kelvinlets brushes (Figure [4.32)), denoted
as Sg(r), ge(r), and t¢(r) respectively, to simulate ob-
struction, diversion, and vortex formation. Each environ-
mental object may combine several instances of these
primitives at different positions and orientations.:

se(r) = (2b —a) (13 + 2175> (s1),

rE 3

b, e

sl = [

te(r) = —a l—|—3—€2 X T
S rg’ 21’? =&

Figure 4.32: Goes and James presents (4.30)

four types of deformations using Kelvin-
lets, resulting in organic pinch-like
interaction with the original field. Top:
a grab on a ©Disney/Pixar character.
Bottom, from left to right: a twist, a

scale, and a pinch operation .

with a = 471# and b = 4(10111)’ provided y is a shear
modulus and v a Poisson ratio specified for each Kelvin-
let, s a scaling factor, and F the force vector of the grab
operation. These values are tunable per object to simu-

late different material or flow resistance behaviours.
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Deformations defined on curves use q = p with p& the closest point on the curve from the
point p and F = C'(p). We then obtain each environmental object’s flow field as the sum of
all its Kelvinlet primitives distributed according to the environmental objects shape and influence:

W (p) = L5 + 18 + L te.

Finally, we retrieve the velocity field from the objects, with a per-object coefficient A, for the strength
of its flow effects (due to its size, porosity, surface roughness, etc.):

Wobieets(P) = Y Aotto(p)- (4.31)
0cO

The different configurations of Kelvinlet compositions used for point-, curve-, and region-based
objects are illustrated in Section #.3.4] showing how each environmental object modifies the base flow
according to its geometry and role in the environment.

The use of regularised Kelvinlets is well-suited to our model. They offer a compact representation
thanks to their closed-form definition, which allows each deformation to be described analytically
without the need for precomputed data or large simulation grids. They maintain continuity, ensuring
that the resulting vector field is smooth and free of visual or numerical artefacts, which is crucial when
blending influences from multiple environment objects. Their behaviour is physically plausible, as
they are derived from fundamental solutions to elasticity equations, and can convincingly simulate
natural flow behaviours such as deflection around obstacles or local flow obstruction. They are
also computationally efficient, since their evaluation is lightweight and independent of the size or
complexity of the terrain, making them particularly suitable for integration into large-scale procedural
generation pipelines and real-time interactive applications.

Figure 4.34] presents a rock acting as an obstacle to the incoming water flow, which guides the flow,
and more importantly the environmental materials, in a plausible direction on the side of the obstacle,
with the introduction of artificial vortices at its back. At a larger scale, the same additive formulation
extends to multiple interacting environment objects. Figure .35]shows how islands, reefs, and coastal
structures jointly reshape the flow, their individual Kelvinlet-based influences blending into a coherent
global current pattern. A curve-based water influence is presented in Figure 4.45] and Figure 4.46]
which is a unique "grab Kelvinlet" in the direction of the curve skeleton of the canyon, and thus
inserting new environmental objects downstream, where the environmental materials are transported.

To assess the plausibility of our analytical formulation, Section §.3.4] compares our 2D projection
of the velocity field around a reef with a full 3D CFD simulation, showing that the principal flow
deflections and side vortices are well reproduced.

Finally, Figure .37)demonstrates the scalability of the approach to larger scenes such as an archipelago.
Each island and reef acts as an independent Kelvinlet composition, collectively producing a plausible
large-scale oceanic flow without requiring full-domain simulation.

4.3.5 User interactions

The user can guide the generation process. The use of simple shapes as environmental objects
facilitates the edition of the simulation, as we can interactively add, remove or modify environmental
objects, or focus the generation process in a restricted area. Interaction with the environmental
attributes is also provided as geomorphic events, that the user can invoke during the simulation. While
the direct interactions on the environmental objects are instantaneous, the geomorphic events are
active over a given duration.

Direct interactions with the environmental objects

The interactive nature of our simulation enables the user to modify the state of the terrain by ma-
nipulating directly the environmental objects of the scene. We assume the modifications are applied
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Figure 4.33: Examples of point-, curve- and region-based environmental objects’ Kelvinlet operators
composition. The W;l;jects field modifies the initial water flow. Final water flow is reprented by
streamlines (dashed grey arrows).

between two iterations of the simulation.

Translating an environmental object is trivial, it simply requires evaluating the fitness function of the
environmental objects at a translated position to verify that the environment is still suitable for its
survival.

The deformation of environmental objects is applied on curve and region environmental objects by
displacing directly the control points of the skeleton (Figure #.38|deforming a canyon, and Figure [d.39]
editing an island). As the closed or open geometry shape of the skeleton changes, we run again the
skeleton fitting function optimisation through our Snake algorithm (Section #.3.4).

Locking the vertices from the deformed skeleton edited manually by the user is achieved by cancelling
the energy E(C), from the Snake algorithm for this specific vertex v, disabling it from any displace-
ment during the optimisation process. Finer control can be given by applying a coefficient on the
energy gradient, such that the vertices are not locked but their displacement is only hindered.

By modifying an environmental object, environmental attributes may change, which can result in the
destruction of the now incompatible environmental objects in the scene (Figure f.38] middle). The
removal of environmental object is subject to chain reactions, often visible in nature. Reducing the

Materials steady state Ground truth

Figure 4.34: A strong current is affected by a rock, visible by the deviation of sand (green) produced
by smaller rocks. The flow is directly computed by the composition of three Kelvinlet objects assigned
to the rock: a "scale Kelvinlet" (yellow) deflects the materials as an obstacle would; and two
"twist Kelvinlets" (cyan) approximate the vortices of the flow, pushing the sand back behind the
rock. Rightmost displays streamlines of CFD on a cylinder, matching approximatively our analytical
solution.
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Figure 4.35: Each environmental object has an influence on the water currents. Islands, defined
with an area, add a force towards themselves (waves crashing on coasts) and simultaneously a force
towards the ocean that acts as an obstacle flow. The resulting vector field of the scene is the sum of
each environmental object’s influence.

reaction is achievable by alternating, until a steady state is reached again, a step in the environment
update (Section[d.3.4)) and a step of skeleton refinement for each environmental object. As a coun-
terbalance to the removal, each deleted environmental object is reinserted if possible in the scene
(Figure [4.38] right) following the process described in Section {.3.4]

As long as a non-zero fitness function is defined in the terrain, new environmental objects can be
forced by the user at any point of the simulation.

Control over the region of the terrain that should be updated is given by adjusting all fitness functions
through a scalar field A : R? — IR such that the fitness function w(p) of any new environmental object
is evaluated as w*(p) = Apw(p). This is especially useful in the planning of robotic simulations, as

9 | 1
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k» H TR T
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CFD gr(;und truth

Our result

Figure 4.36: 3D fluid simulation over a reef. Our method approximates the 2D projection of this
output, with the introduction of turbulences on the side of the reefs.
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Figure 4.37: Archipelago with few islands, reefs and individual corals under an initial uniform water
flow (going bottom to top) result in an analytical flow with each environmental object composed of
Kelvinlet operators.

we can first generate the overall shape of our terrain and then focus the generation process around
the areas that may be visited by the robot, avoiding useless simulations and computational power.
Figure [4.49] shows an example of colonisation of the coral polyps that we manually limited to an
annulus shape.

Our water current simulation is modelled as a simple vector field. As such, the user is able to interact
with it at any moment of the simulation, allowing for the death of sensitive environmental objects
while guiding the simulation into a new landscape. By modifying the water currents, the user also
modifies the transport rate of environmental materials at this position. The modification of currents
is given as a stroke, a parametric curve C for which we evaluate AW,ser(p) just as described in
Chapter 3['s user-driven wind velocity field construction. A simple user stroke shows the impact of a
strong underwater current on coral colonies in Figure [4.40]

Indirect interaction with environmental objects

A configuration file defines in advance the different geomorphic events that should be triggered
during the simulation. This enables the simulation to reproduce the geological evolution of real-world

/

Figure 4.38: Starting from a coral colony developed around a canyon (left), the user edits the shape
of the canyon, resulting in a different configuration of the scene, killing the corals that end up too deep
in the water (centre) and the development and growth of new corals at the previous location of the
canyon (right).
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Figure 4.39: Deformation of an environmental object is applied by displacing the control points of its
outlines. All environmental objects in the scene evaluate their new fitness in the environment.

landscapes. Multiple geomorphic events can be triggered either as sudden or continuous environmental
changes. These changes have a major impact on landscape morphology. We define geomorphic events
with a starting point and an ending point, such that at any time of the simulation we compute the
progress of the geomorphic event as £, € [0,1] and linearly interpolate the effects on environmental
attributes.

Water level events

Water level changes are key geomorphic events that shape underwater landscapes. As previously
submerged environmental objects become elevated above the water level, flora and fauna terrain
features dry and die. Deprived of the living part of the features, everything is more affected by
terrestrial erosion. By updating the value of the depth D evaluated in the fitness functions, any
environmental object that is sensitive to depth and altitude are automatically impacted, which may

Figure 4.40: A strong water current created by the user has a direct influence on the corals that are
sensitive. Environmental objects that are far enough from the user stroke are unaffected.
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Figure 4.41: Lowering the water level by a few metres caused most of the coral objects to satisfy
w < 0, causing their death. Since the water level (blue) decreases slowly, new coral objects spawn
progressively at a lower altitude.

cause death (Figure @.4T). The modification of the water level is defined as:

D(p) =Do(p)+ Y, ADet, (4.32)

ecevents

with AD, the amount of water rising or lowering during a geomorphic event. We assume a linear
evolution of the water level during a geomorphic event. This allows the evaluation of depth at any
point in space and time.

Subsidence and uplift events

Subsidence and uplift are the main geomorphic events that create or destroy islands in the long term,
as presented in Chapter [3] These geomorphic events are simulated as a simple factor on the height
field of the generated terrain (Figure [#.42)). Subsidence is not always uniform across the terrain. As
such, the user can provide a position q at which the subsidence is strongest, the amount of subsidence
applied AH, and a standard deviation ¢, from which we then compute, at any point in space and time
of the simulation, the height of the terrain:

H(p) = Ho(p)- Y, G(llp—qll)AHet., (4.33)

ecevents

with G,(x) the Gaussian function:

1 x?
GU(x) = oo exp (_ﬁ> .

The Gaussian analytic formulation guarantees continuity of the changes on the environmental attributes,
with smooth transitions from the epicentre of the geomorphic events as the distance increases. Any
other analytical formulation could be used, but we chose the Gaussian formulation for its simplicity
since the only parameter needing parametrisation is the standard deviation .

Storm events

Storms are significant factors in the geomorphology of coral reefs [VK16, [OATS23|] and coasts
[DAGO5,|[CWCI0]. Due to the extreme wind and wave velocities, coasts are highly eroded in a short
time period and the more fragile corals near the water surface are broken, possibly causing breaches in
the reefs and spreading polyps in the current’s direction. While there are various factors at play to
understand the appearance of storms and the hydrodynamics affecting them, we simplify the model of
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Figure 4.42: Simulating subsidence on a part of the terrain (brown area) causes depth value to
change locally, resulting in the death of coral objects that find themselves too deep to survive. Here
two subsidence geomorphic events are triggered in parallel.

storms to a single epicentre q with a wind velocity Uyinq and a standard deviation ¢ representing the
spread around the epicentre (Figure[d.43)). The computation of water currents is then given as:

Waser(P) = Wieer @) + Y. vwinaG(|lp — ql))- (4.34)

ecevents
In this case, we did not include the linear factor ¢, as storms are usually conserving a constant force
for the time of the few weeks or months of their occurrence.

Conclusion

Our framework can easily be extended as geomorphic event system remains similar for all ggomorphic
events as we see in Algorithm[7] Including higher-level simulations in the geomorphic event system
can be added, such as the simulation of tectonic activity, the use of fluid dynamics for tsunami

Figure 4.43: The result of a storm localised on one side of the island (red area) modifies the result of
the evaluation of environmental objects around its epicentre for a short period of time. Most of the
coral objects died from the geomorphic event, except for a few environmental objects less sensitive to
the strength of the water currents.
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geomorphic events, the integration of human activity to alter specific environmental materials, etc...

Input: H, £, Wyser, €vents, ¢
Output: H, L, Wiser after applying geomorphic events changes

foreach e in events do

# _t—testart
e te end — te start
E <~ ‘C + ZeEwater events A‘Cte

H(P) — H(P) + Eeesubsidence events AHE GUe(”p - qu)te

Wuser(P) — WUSGT(P) + ZeEStorm events Ue GUe(Hp - qe”)
return H, £, Wser

Algorithm 7: Applying geomorphic events.

4.3.6 Output

The output of our system is a set of environmental objects stored as 2D skeletons in the plane. We
deliberately stop at this sparse, symbolic level; meshing, texturing, and final rendering are left to
downstream tools chosen by the end-user. For each object, we export its skeleton geometry, semantic
class, and environment-modifier parameters, enough to drive terrain synthesis or placement of assets
in a game engine or simulator. Figures in this chapter illustrate possible renderings generated with a
mix of implicit surfaces and triangular meshes.

4.4 Results

We show that the method scales from islands down to coral colonies. The three examples cover
different regimes: large-scale feedbacks between transport and terrain, mid-scale coupling between
geology and biology, and fine-scale organisation driven by simple competition and species preferences.

Figure 4.44: Iterative construction of an island under strong prevailing wind. Sand is advected
along the wind direction, forming an elongated beach ridge that shelters a low-energy lagoon. Coral
colonies subsequently develop along the lagoon rim where sedimentation is minimal. Bottom: label
map extracted from the environmental objects of the scene.
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4.4.1 Large-scale generation

In the example presented in Figure [4.44] we start with a single "Island" environmental object that
diffuse sand, and a uniform wind that sets a transport direction. Sand moves according to the
advection-diffusion-reaction model: advection couples sand to water flow field, diffusion smooths
local variations, and decay drives a steady state.

As iterations proceed, sand drifts leeward where effective flow weakens, and it piles up into an
elongated ridge along the island. We interpret that ridge as a "Beach". On its sheltered side, the flow
falls below a threshold and a "Lagoon" is instantiated.

Once the lagoon is present, we instantiate "Coral colonies". Their fitness function combines a
preference for moderate currents with an avoidance of sand concentration and large quantities of
"Coral polyp"; the skeleton fitting function keeps them between water level £ and 10m deep £ — 10 .
Colonies deposit "Coral polyp" and "Dead coral", a calcareous material that allows the instantiation
of a "Coral reef". The reef then acts as an obstacle, further calming the lagoon and closing the loop
between morphology and ecology.

4.4.2 Medium-scale generation

In Figure [d.45]and Figure .46] the substrate contains a noisy "hard bedrock" material with no diffusion
nor decay (constantly present). The canyon is a curve-based environmental object whose skeleton
fitting function follows a path that minimises hard rock so it travels through softer corridors. Its water
influence creates a flow lane along its path (Figure #.43]).

"Arches" are point-based environmental objects with fitness function maximised with current strength
and bedrock abundance, making their seed placement in the canyon. The skeleton fitting function
favours deeper spots, moving the seed placement in a local depth maximum, inside the canyon.
An arch produces shade and deposits a "rock fragment" material. That deposit "Pebble" material,
spawning "Rock” objects, which in turn act as sources for sand. Figure [4.48 adds smaller rocks at
each iteration.

The result is a spawning cascade, with canyons allowing the instantiation of arches, which in turn
generate rocks.
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Figure 4.45: Water flow oriented along the canyon curve. The analytic flow field aligns currents with
the canyon’s skeleton direction.
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Figure 4.46: Inside view of a canyon with an arch. The arch produces shade (red) and pebbles (green),
creating favourable conditions for rocks and sand deposition.

Figure 4.47: Influence of material parameters on sand distribution. From left to right, and top to
bottom: reference configuration, low decay, no water transport, high diffusivity, and reversed water

o

Figure 4.48: Evolution of a canyon scene at different iterations. The formation of an arch triggers
rock and pebble spawning, followed by sand deposition and ripple emergence at the canyon base.

We also vary the transport model to probe sensitivity (Figure .47). Lower decay spreads sand farther;
high diffusivity blurs contrasts; removing or reversing the water-driven advection flips directionality
but remains stable. The steady-state formulation gives predictable, controllable patterns.

4.4.3 Small-scale generation

We present two complementary setups that use region-based environmental objects and simple material
feedback to produce self-organised patterns.

In Figure@l, three generic coral colonies "Coral A", "Coral B", and "Coral C" are restricted to a
user-drawn control field A in the shape of an annulus. Each species deposits generic environmental
material "Polyp" and its own environmental material "Polyp A", "Polyp B", or "Polyp C". The fitness
function w4 = PgloylgpA depends only on these materials: self-material raises fitness; other species
materials reduce it. Starting from random seeds, colonies expand until their fronts meet. At the border
between two colonies, none of the colonies make progression due to the amount of coral polyp specific

from the other colony.

In Figure [4.50] we assign ecological preferences to different coral types via their fitness function:
preferred depth band, a current range that balances supply and stress, a slope tolerance, and an aversion
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Figure 4.49: Three colonies of coral (red, blue, green) restricted to an annulus (leftmost). The colonies
expand until their borders meet, forming stable boundaries where no further progression occurs.

to sand. Each coral entity finds a place that fits the distribution of species presented in Section [2.4]
Conclusion

The proposed method aims to generate plausible landscapes using simplified versions of the evolution
of an ecosystem and of the 3D representation. The biological realism of the result is highly correlated
to the amount of simplification and assumptions, while the visual realism is completely dependent
on the geometric functions used for the 3D modelling of the environmental objects. We propose a
flexible generic approach for terrain generation where close collaboration with field experts and with
graphists is needed to achieve optimal results.

4.5 Conclusion

This chapter introduce a procedural terrain generation method grounded in a sparse and semantic
representation of landscapes. This framework, centred on the environmental objects, provides a unified
abstraction for terrain and ecosystem features through parametric points, curves, and regions. By
embedding expert knowledge into the fitness functions and maintaining a steady-state formulation
of the environment, our approach allows both automatic simulation and interactive user guidance,

Figure 4.50: Distribution of coral morphotypes from generation rules. Branching corals (purple)
dominate back reefs, foliose corals (cyan) the reef crest, and massive corals (brown) extend toward
the fore reef.
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while preserving coherence across multiple scales. Each environmental object locally modifies and
queries environmental fields, enabling a computationally efficient yet lifelike synthesis of terrains and
ecosystems.

Despite these strengths, several aspects of the current approach remain simplified and open research
directions:

Dimensional simplification. Our framework relies on two-dimensional scalar and vector fields,
which ensures efficiency and interpretability but restricts the representation to heightfield-like surfaces.
Extending this model to volumetric environmental fields would enable the generation of more complex
geological and biological structures such as caves, overhangs, and the internal architecture of coral
reefs.

Dynamic evolution. The current formulation focuses on steady-state snapshots of plausible
environments rather than on their continuous evolution. Incorporating dynamic processes including
erosion, sediment transport, or biological growth, would bridge the gap between procedural generation
and environmental simulation, allowing the depiction of terrains that change over time under natural
forces.

Shape optimisation and structural realism. In the current implementation, the optimisation
of environmental objects geometry is guided by target parameters such as a desired length or surface
area, which ensures controllability but does not reflect biological or geomorphological growth patterns.
Future work could investigate alternative approaches to structure generation, for instance by extracting
medial-axis or skeleton structures from fitness fields to instantiate new objects, rather than relying
solely on our Snake optimisation, or to be used as the initial shape for our Snake optimisation. Such
biologically inspired mechanisms could produce more natural shapes and spatial organisations.

Direct interaction and deformation. The deformation of curve and region environmental
objects is currently achieved by directly displacing the control points of their skeletons, after which
the skeleton fitting function optimisation is rerun. More advanced deformation models such as sharp
Kelvinlets, cage-based deformation, or Gaussian influence fields, could improve the continuity of user
edits, allowing intuitive reshaping while preserving physical and ecological constraints.

Expert knowledge requirements. The plausibility of the results currently depends on expert-
defined parameters that require manual tuning. Future work could explore learning-based estimation
or inverse modelling strategies to derive these parameters automatically from real data or target
exemplars, thus improving generality and ease of use.

In summary, the environmental objects framework offers a semantic, sparse, and interactive foundation
for procedural terrain and ecosystem generation. By combining rule-based reasoning with analytical
field interactions, it achieves a balance between plausibility, control, and performance. Its current
simplifications opens the way toward richer extensions that integrate volumetric representations,
evolutionary processes, and data-driven calibration.

Because the framework does not explicitly model surface geometry, the resulting terrains can appear
synthetic and lack fine-scale realism. The following chapter addresses this limitation by introducing
an erosion simulation method based on particle simulation. This approach generalises detachment,
transport, and deposition processes across both surfacic and volumetric domains, providing a flexible
and efficient mechanism for integrating erosion into procedural terrain generation.
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Coastal erosion |

Figure 5.1: Applying shading and textures on the generated geometry produces a plausible aspect of a
coast eroded by waves on a long timespan, or a desertic landscape eroded by wind, or a mountainous
area flatten by thermal erosion.

Abstract

In this chapter, we present a novel particle-based method for simulating erosion on various terrain
representations, including height fields, voxel grids, material layers, and implicit terrains. Our approach
breaks down erosion into two key processes (terrain alteration and material transport) allowing for
flexibility in simulation. We utilise independent particles governed by basic particle physics principles,
enabling efficient parallel computation. For increased precision, a vector field can adjust particle
speed, adaptable for realistic fluid simulations or user-defined control. We address material alteration
in 3D terrains with a set of equations applicable across diverse models, requiring only per-particle
specifications for size, density, coefficient of restitution, and sediment capacity. Our modular algorithm
is versatile for real-time and offline use, suitable for both 2.5D and 3D terrains.
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5.1 Introduction

We finally turn to the problem of terrain evolution, focusing on erosion as a key process shaping both
aerial and underwater landscapes.

A standard approach for terrain modelling is to first generate a base terrain geometry and amplify it
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to improve realism. Solely using noise [MKMS89, |Ols04, RPP93]] or to our methods proposed in our
previous chapters (Chapter 3] and Chapter ) to define the height on the input domain will most likely
lack details and thus realism and feel synthetic. To tackle this problem, erosion simulation algorithms
are applied to simulate thousands of years of ageing by reproducing physical phenomena (i.e. effects
of the rain, wind, and running water erosion agents) affecting the terrain making it more believable
[SS05, SKG*09, GGP*19].

The process of terrain alteration caused by the effect of water, air, or any other element, natural or not,
over time is usually performed in three steps [NWDOS|:

e Detachment: pieces of the ground of variable dimensions, ranging from complete ledges to
grains of sand, are removed from the terrain depending on the simulated meteorological phenomenon,

e Transport: pieces of ground fallen from their initial position are moved to a different one such
as a cornice falling down a slope or a grain of sand thrown into the air,

e Deposition: transported pieces of land are accumulated at a new part of the landscape.

Various phenomena cause these alterations: thermal erosion (bursting of rocks caused by expansion of
water under frost, then falling of debris to the bottom of a slope), hydraulic erosion (detachment caused
by the impact of water particles on surfaces and the transport of sediments by the flow of runoff),
wind erosion (fine particles carried away in the wind and hit surfaces on their way, creating new fine
particles which then also fly away), chemical erosion (chemical decomposition of rocks caused by
rainwater or other fluids), other exceptional phenomena such as avalanches, animals, lightning, etc...
modify the terrain [CCB*17,/AGP*20, (CEG* 18| |CGG*17} [CJP*23].

In practice, the core idea to simulate erosion is to add or remove material from the terrain at given
positions on the interface between the terrain and the fluid eroding it (e.g., air or water). Hence, the
two major problems to tackle are: how to locally alter the terrain geometry for material detachment
and deposition and where to perform these alterations given the properties of the environment (terrain
slope, fluid density and velocity). A terrain is more than often represented in 2.5D using a 2D image
called a heightmap whose greyscale values define terrain elevation. While being the major terrain
representation, only a limited number of types of environments can be modelled. Indeed, natural
landscapes are intrinsically 3D (overhangs, cavities or geological structures such as arches or goblins),
this is particularly true for underwater environments generation. Alternate representations such as
voxel grids, material layers or implicit surfaces can be used. A wide variety of methods have been
proposed to simulate natural erosion phenomena on heightmaps as the partial differential equations to
model erosion can be discretised and solved in 2D and the material detachment and deposition at a
given point of the terrain surface can be easily performed by elevating or lowering the ground level i.e.
changing locally pixel intensities. For volumetric representations, the alteration of the terrain is not
as trivial. To define where to perform the erosion process, the local slope variations are more than
often used combined with eroding medium information. This fluid can be simulated using particle
systems, Smoothed Particle Hydrodynamics (SPH) [KBKS09] or approximated using a simple vector
field. Proposed methods offer a specific erosion effect tailored to a single terrain representation and
fluid simulation.

In this work, we propose an approach to simulate a large range of the geomorphological and meteoro-
logical phenomena present in the literature of terrain generation (including 3D and volumetric effects).
We introduce a generalised algorithm performing the three stages of erosion on surface and volume
representations alike, and expose very few intuitive parameters to be adjusted by the user. We propose
to tackle separately the material variation and the fluid simulation. Our method relies on a particle
system to simulate eroding agents, each thrown particle collides with the terrain, performs terrain
alteration at the collision point and transports material along its path. Particle motion is computed
using simple particle physics accounting for the medium density and particle properties (buoyancy
and gravity forces). We consider each particle as independent, hence, they do not interact with each
other, no collision detection or response. This simplification allows for efficient parallel computation.
When more accuracy or control is needed, we propose to provide a vector field used to modify the
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particle speed at each time step. The nature of this vector field is flexible, it can be computed using
a more or less accurate fluid simulation (SPH, FLIP,...) or be manually defined by the user. We
propose a particle-based strategy for material alteration that can be applied on surface and volumetric
representations.

The main contributions presented in this chapter are:

e a generalised particle-based algorithm performing the three stages of erosion on surface and
volume representations,

e decoupling the erosion system from the fluid simulation, making the process more flexible in its
usage and implementation and opening the door for richer effects that can easily be produced.

5.2 State of the art

In this section, we first review a subset of the major simulated phenomena used to erode terrains, we
then cover different fluid simulation algorithms used in procedural terrain generation. We highlight
the fact that, in the literature, a specific erosion method, tailored to a given terrain representation, is
proposed for given phenomena which might lead to limitation in term of terrain modeling. Indeed,
changing representation costs information and precision loss.

5.2.1 Erosion processes

Driven by an array of natural forces and processes, erosion varies significantly across environments,
from the intense carving of river valleys to the subtle reshaping of slopes in arctic regions. In this
section, we present the primary types of erosion (thermal, hydraulic, and wind erosion) alongside
other significant processes that contribute to landscape changes. Each erosion type not only influences
distinct terrain forms but also varies in applicability depending on terrain representation in simulations.
Notably, not all erosion types are easily adaptable to all forms of terrain representation due to inherent
limitations in data resolution and computational methods.

Gravity-driven erosion

Gravity-driven erosion encompasses processes that involve the downslope movement of soil, rock, or
debris due to the force of gravity. These processes, including landslides and talus slope formation,
play a crucial role in reshaping landscapes by redistributing materials across slopes, valleys, and cliffs,
influencing terrain stability and morphology.

Thermal erosion

Freeze-thaw weathering, also known as frost wedging,
frost shattering, or more simply thermal erosion in Com-
puter Graphics, is a process that occurs when water

Water penetrated Water frozen and expanded ~ Freeze-thaw alternated

infiltrates cracks and pores within rocks and then freezes — ‘.mu pek e volme of s the rock-fracture
(Figure[5.2)). As the water freezes, it expands and exerts W ‘

pressure on the rock, causing it to fracture and break

apart over time. This cycle of freezing and thawing is *L

especially prevalent in regions with large temperature

variations between day and night or between seasons,  Figure 5.2: Freeze-thaw process

such as alpine and polar climates. Over time, freeze-  [WXF*]7]].

thaw weathering contributes to the breakdown of large
rocks into smaller fragments, creating loose rock mate-
rial that can accumulate and gradually move downslope.
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Freeze-thaw weathering plays an important role in shaping landscapes, as it weakens rock faces and
cliff edges, contributing to the formation of loose rock debris that eventually becomes part of other
erosive processes, such as the development of talus slopes. This process, involving freeze-thaw cycles,
can quickly fragment rock surfaces, with cumulative landscape impacts such as the formation of talus
slopes observable over decades to centuries.

Talus slopes

Talus slopes, also known as scree slopes, are accumula-
: - tions of loose, angular rock debris at the base of cliffs,
> . % steep slopes, or mountainous areas. These slopes form as
fragments of rock break off due to weathering processes
such as freeze-thaw, and gravity pulls them downslope,
where they accumulate in a cone-shaped deposit (Fig-
ure [5.3)). Talus slopes are common in high-altitude or
Figure 5.3: Talus cones on north shore cold regions where physical weathering of rock faces
of Isfiord, Svalbard, Norway - Photo is intense, and they contribute to the visual ruggedness
credit: Mark A. Wilson. of mountainous landscapes. Formed by the accumula-
tion of rock debris from higher elevations, talus slopes
develop gradually as materials accumulate, influencing
terrain over centuries.
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Landslides

Landslides encompass a range of processes where rock, soil, or debris moves downslope due to gravity.
These events vary in scale and speed, ranging from rapid, sudden rockfalls to slow, gradual soil creep
(Figure [5.4]illustrate different landslide processes). They can be triggered by factors such as heavy
rainfall, seismic activity, or thawing permafrost, which destabilise slopes and initiate movement. Key
types of landslides include:

e Rockfalls: sudden detachment of rock from steep
faces, often triggered by weathering, freeze-thaw cycles,
or seismic activity, leading to rapid downslope move-
ment,

e Soil creep: slow, continuous downslope movement
of soil and rock, caused by repeated cycles of expan-
sion and contraction due to changes in moisture and
temperature, often imperceptible over short timescales,

o Mudflows and debris flows: rapid flows of water-
saturated soil and debris, typically triggered by heavy ~ Figure 5.4: Different landslide pro-
rainfall or snowmelt, which transport large volumes of ~ ¢esses: soil creep, slump, lahar, mud-
material downslope in a short period. flow, and rockfall.

Landslides are a major force in landscape evolution, rapidly reshaping terrain and redistributing
materials across slopes and valleys. Triggered by factors such as heavy rain or seismic activity,
landslides can reshape landscapes almost instantaneously, though their frequency and impact may
vary widely.

Modelling implications

Realistic simulation of these effects is achieved by applying multi-flow Computational Fluid Dynamics
on the internal rock fragments or sediments, considering them as fluid particles with an evaporating
viscosity [FFRL24] [HDO1}, [LD09] or as inelastic frictional spheres [Wal93]], but at the cost of very
high computation times.
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In procedural terrain generation, however, freeze-thaw,
talus slopes, and landslides are all similarly considered
and generalised as "thermal erosion". The use of "ther-
mal erosion" or "thermal weathering" in procedural gen-
eration, introduced by Musgrave et al. [MKMB89], is a
misnomer initially used in opposition to "hydraulic ero-
sion". However, the effect of freeze-thaw can be seen as
a reduction in the ground resistance to detachment, as
the critical shear stress is highly reduced in cold weather
regions, while talus slopes and landslides involve finer
soil particles or the mixing of liquid fluids, introducing

viscosity into the system, resulting in a quite similar
output [HD11].

Figure 5.5: Left: initial fractal terrain;
right: thermal erosion simulation from

1 Unstable stacks = Iterative
Rock s(p)>tan O ;\malerial fall
& - Stable -

== =

Unstable stacks computation Stabilization process

Figure 5.6: Layered terrain thermal
erosion simulation iteratively distribu-
teunstable material from a cell to its
neighbours until all slopes satisfy a

maximum repose angle 0 [GGP*19].

Thermal erosion can be simulated by redistributing rock
fragments or particles to accumulate at the base of cliffs
or steep inclines, taking into account only the surface of
the terrain. This effect is achieved by applying gravity-
based algorithms that allow loose materials to fall and
settle, forming natural slopes of debris at the base of

rocky terrain [MKMB89, BBFJ10]. Initially proposed for
discrete height field terrain representations, thermal ero-

sion simulation proposed by Musgrave et al.
and improved for GPUs by J4k6 and Téth iteratively
displaces a small amount of the height at each cell of
the terrain and redistributes it to its direct neighbours if
a repose angle is not satisfied (see Figure [5.6] used to

generate the result of Figure[5.5)) [JT11].

Beardall et al. adapts this definition of thermal erosion
for density-voxel representations[BBFJ10]], and Bene§
and Forsbach for layered representations [BFO1]. The
importance of keeping track of scree areas allows for
more detailed modelling such as the addition of geome-
try of rock piles illustrated in Figure[5.7, mimicking talus

Figure 5.7: Procedural rock piles from

blocks at the bottom of a canyon [PGGMO09, PPG*20]]. Peytavie et al. [PGGMO9].

Hydraulic erosion

o0 TE
] N

Detachment Transport Deposition

Figure 5.9: Hydraulic erosion simula-
tions uses water as a medium to move
sediments from one position to another.

Hydraulic erosion is the process by which moving water
dislodges and transports soil, sediment, and rock from
the Earth’s surface (Figure [5.9). Occurring in multi-
ple forms, including river-based, rainfall-induced, and
coastal erosion, hydraulic erosion is driven by factors
such as water velocity, volume, and surface composition.

This process plays a primary role in reshaping landforms, forming valleys, river channels, and coast-
lines, and significantly contributes to sediment redistribution in terrestrial and coastal environments.

Fluvial erosion

Fluvial erosion is the process by which rivers and streams reshape the landscape by eroding, transport-
ing, and depositing sediment. This phenomenon occurs as the kinetic energy of moving water exerts
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Figure 5.8: Hydraulic erosion is caused by the friction of water displacing sediments on a slope from
intense water flow regions to calmer downstream areas [[GGP*19].

mechanical forces on the riverbed and banks, dislodging soil, rock, and sediment particles (Figure[5.8).
The intensity of fluvial erosion is influenced by factors such as water velocity, discharge (volume of
water flowing per unit time), channel slope, and the composition of the riverbed and banks.

In steep, fast-flowing sections of a river, higher water velocities generate turbulent flow, which
increases the river’s capacity to dislodge and carry large particles. These particles, including gravel
and pebbles, collide with the riverbed in a process called abrasion, grinding and wearing down the
bedrock over time. Additionally, water exerts direct hydraulic pressure, especially in areas where
currents are swift, prying apart rocks and sediment through hydraulic action. This is especially
effective in widening channels and undercutting banks.

Fluvial erosion processes contribute to the dynamic reshaping of river channels, forming distinct
landforms such as V-shaped valleys, canyons, and river meanders. Over time, rivers naturally balance
their erosive energy with sediment transport and deposition, forming floodplains where sediment
is deposited during seasonal overflows. In meandering rivers, erosion typically occurs on the outer
curves of bends, where flow velocity is highest, while sediment deposition takes place on the inner
curves, forming point bars. This continual interaction between erosion and deposition drives the
lateral migration of meanders, altering the river’s course across the landscape. The river’s competence,
or its ability to transport particles of a certain size, depends on the flow’s velocity and discharge.
During periods of high flow, such as after heavy rainfall or snowmelt, rivers gain greater erosive power,
enabling them to transport larger particles and increase their erosion rates. River systems reshape
landscapes methodically over years to millennia, deeply engraving river paths and altering regional
topographies.

Rainfalls

Rainfall-induced hydraulic erosion begins as raindrops
strike exposed soil surfaces, causing splash erosion,
where particles are dislodged and displaced by the
impact of individual raindrops, creating tiny craters
[VHLLO3, LFW*24]. As rainfall accumulates and
flows overland, it transitions into sheet erosion, where a
thin layer of water, known as sheet flow, moves across
the land surface. This process is often intensified on
sloped terrain, where the water gains momentum as it
descends, picking up and carrying loose particles downs- ~ Figure 5.10: Rill and gully erosion
lope. Sheet erosion can remove a uniform layer of soil ~ along the Chilcotin River [GSP*10)].
across a large area, gradually depleting soil fertility and

weakening the structure of the soil surface.
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On steep or prolonged slopes, sheet flow may concentrate into small channels, initiating rill erosion
[GatOO]]. Rills are narrow, shallow channels that cut into the soil as water flow converges, carving
miniature stream-like paths down the slope visible in Figure As rills deepen and widen, they can
evolve into larger channels in a process called gully erosion, where channels become deep and wide
enough that normal agricultural or natural processes cannot easily repair them. Gullies disrupt the
landscape, fragmenting ecosystems, and accelerating the removal of topsoil.

The extent of erosion depends on factors such as rainfall intensity and duration, soil type, vegetation
cover, and slope steepness. Sandy soils, for instance, are prone to erosion due to their low cohesion,
whereas clay-rich soils, while more resistant to initial splash erosion, are highly susceptible to rill
and gully formation once water begins to concentrate. Splash erosion and sheet erosion can cause
significant soil degradation and landscape changes over months to decades.

Modelling implications

Hydraulic erosion simulation dominates procedural terrain work because it produces large, coherent
landforms and can be simulated efficiently with surface-based models using simple rainfall fields.

In procedural terrain generation, fluvial erosion is focused on the generation of rivers and cascades
defined as feature-curves [EPCV15]. First, the path of the river is drawn either by the user [HGA*10]
or through simulation [Par23]]. Second, the shape of the rivers’ beds are modelled [GGG*13]]. It is
then finally possible to provide a geometric representation of the water surface taking into account
flow rate, depth, obstacles, and user-defined details [PDG*19].

The computation of rivers’ properties is defined by understanding the flow of water, which is directly
related to the amount of rainfall at each point of the terrain [KMNR88||, then approximated by simplified
Shallow Water modelling [MDHO7]], but is mainly achieved in acceptable computation time by
considering all rivers as a drainage network, an oriented graph of rivers as introduced by Roudier et al.
[RPP93]|. Recent works focus on the acceleration of the computation of these graphs and the drainage
area associated at each point [CBC*16, |SPE*23]].

For most proposed methods, the amount of water falling at each point of the terrain is taken into
account. However, this strategy is divided among works that consider that rain falls uniformly on
the whole terrain or using a random noise function, that rain is more present in regions of high
altitude [NWDO5], or uses a more accurate weather simulation to define areas more prone to rainfall
[PMG*22].

As the motion of water is easier to model on the surface of the terrain, almost all algorithms consider
the terrain with a 2.5D representation. On a large scale, this assumption is beneficial but limits their
scope to this type of representation, making them unavailable to volumetric models. Particle-based
methods are then proposed to overcome this issue for smaller-scale terrains, using 3D Eulerian fluid
simulations on voxel terrain representations [BTHBO6] or Lagrangian simulations on TIN terrains
[KBKS09], at the expense of much higher computational time.

Chemical erosion and caves

Chemical erosion, also known as chemical weathering, involves the chemical reactions between
water and rock that lead to the dissolution and alteration of minerals within the rock. This process
is especially significant in river and coastal environments, where water, often containing dissolved
carbon dioxide, interacts with rocks such as limestone and dolostone to form weak carbonic acid. This
acid reacts with carbonate minerals, gradually breaking down the rock structure through a process
called dissolution. Over time, this process weakens rock formations, making them more susceptible to
mechanical erosion by water.

Chemical erosion is particularly influential in the formation of karst landscapes, where the dissolution
of carbonate rocks creates unique features such as caves, sinkholes, and underground drainage systems.
As acidic water seeps into fractures within the rock, it slowly enlarges these cracks, leading to the
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creation of hollow spaces and intricate cave networks. In addition to carbonic acid, other dissolved
ions, such as sulphur and organic acids, also contribute to the chemical weathering of rocks in various
environments. The dissolution of soluble rocks such as limestone forms extensive karst landscapes,
including networks of underground caves, over thousands to millions of years.

Sea caves are formed through the mechanical force of
hydraulic action as waves continuously impact the shore.
These sea caves develop along coastlines with cliffs,
where wave energy focuses on weak points in the rock,
such as fractures or softer rock layers. Over time, the
pressure from waves and tides pries apart rock fragments,
carving out hollow spaces within the cliffside or even a
whole arch as presented in Figure[5.11} Cave formation
by the erosive power of waves against rock cliffs con-
taining zones of weakness is observed over hundreds to
thousands of years.

Figure 5.11: Akun Island basalt sea
cave - Photo credit: Steve Hillebrand.

In desert environments, caves can also be form through aeolian erosion, where wind-driven sand
particles abrade rock surfaces. These aeolian caves are typically found in sandstone or other softer
rocks, where strong, consistent winds gradually wear away the rock. Unlike chemical or hydraulic
caves, aeolian caves are usually shallower and smaller, as the erosive force of wind is less powerful
than water or acid-driven processes. However, these caves add unique features to desert landscapes,
creating sheltered hollows that sometimes serve as habitats for desert wildlife. Created by wind
erosion primarily in softer rock formations, these caves can develop over centuries, depending on the
consistency and strength of wind.

Modelling implications

In procedural terrain generation, chemical erosion has

been rarely studied, as this interaction mostly occurs in .

shallow to deep waters and requires a volumetric repre- )
sentation, while most terrain generation algorithms are

tailored to aerial landscapes and are limited by 2.5D rep-

resentations. However, as visible in Figure [5.12] using

3D cellular automata provides an explicit representation hemical . ] »
of this effect [MKL20,[WCMTO07]] (and can be extended ¢ eg’i]\l/[cgo erosion on a regutar grt
to a simulation of coastal erosion [Haw14]). :

g An approximation of this phenomenon is proposed in

| Beardall et al. on voxel grids by considering that the
/ most vulnerable voxels of the terrain are the ones that
i " g . l have the most neighbours with air voxels, in a very simi-

Figure 5.12: Wojtan et al. simulates

lar manner than the computation of voxel-grid ambient
occlusion (Figure[5.13) [BFO*07, BBFJ10]. The simula-
tion of sea caves for implicit terrains has been proposed
by Paris et al. by considering a resistance function in the
bedrock, usually a function of height, and adding spher-

Figure 5.13: Top: spheroidal weath-
ering proposed by Beardall et al. on

voxel grids iteratively removes most ex-

ical holes in the construction tree at the least resistant
osed voxels (red [-!W‘ |. Bottom: . ) :
p . ( ) — . areas of the terrain [PGP*18]]. The inverse percolation
modulating exposition with a resistance ; ! . o
. method enables the simulation to dig longer cavities,
map (red/green curve) creates specific

. resembling coastal karsts.
weathering patterns.
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Figure 5.14: Wind erosion includes the lifting of the sand, the transport through the wind, and its

deposition .

Wind erosion

Aeolian erosion, also known as wind erosion, is the process by which wind transports, dislodges, and
deposits particles of soil, sand, and rock, particularly in arid and semi-arid regions where vegetation
is sparse. This form of erosion is driven by the movement of loose particles across the surface and
the abrasive impact of wind-driven sand. Aeolian erosion leads to distinctive landforms that shape
desert landscapes, coastal areas, and regions downwind of deserts. Wind erosion typically occurs
through three main processes illustrated in Figure[5.14} deflation (removal of fine particles), saltation
(bouncing movement of medium-sized particles), and abrasion (wearing down of rock surfaces by

wind-driven particles).

Sand dunes

One such feature is sand dunes, mounds or ridges of
sand formed by the accumulation of wind-transported
particles (Figure [5.13). As wind moves sand across a
surface, obstacles such as rocks or vegetation slow down
particles, causing them to settle and accumulate into
dunes. The shape and type of dune depend on wind direc-
tion, strength, sand availability, and landscape features
[PPG*19]. Common types of dunes include barchan
dunes, which are crescent-shaped with tips pointing
downwind; transverse dunes, long ridges perpendicu-
lar to the wind; and star dunes, which have multiple
arms formed by shifting winds. These dunes are dy-
namic, migrating over time as wind continues to move
sand particles, contributing to the constantly evolving
desert landscape.

Figure 5.15: Sand dunes :
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Yardangs

Yardangs are elongated ridges formed where softer ma-
terial is eroded faster than more resistant rock. The
wind-carved ridges align with the prevailing wind di-
rection, creating streamlined shapes with steep sides
facing into the wind and gentler slopes on the leeward
side as visible in Figure[5.16] Yardangs vary widely in
size, from small ridges a few metres long to massive
formations stretching for kilometres, as seen in desert
regions of Iran and Egypt. They illustrate the power of
wind erosion in shaping landscapes over long periods,
with their formation largely dependent on rock hardness,
wind intensity, and particle size. These streamlined rock

Figure 5.16: A yardang near Meadow,
Texas - Photo credit: U.S. Departement

of Agriculture. . . . .
fAg formations are carved by persistent wind eroding softer
material faster than harder material, typically forming
over centuries.
Ventifacts

Ventifacts are rocks that have been shaped and polished
by the abrasive action of wind-driven sand. These rocks
typically exhibit flat, smooth surfaces that are often ori-
ented in the same direction as the prevailing winds. Their
formation occurs predominantly in arid environments
where loose sand is available to act as a natural sand-
blasting tool. This erosive process highlights the power
of wind as a geomorphic agent, capable of sculpting
rocks into distinctive shapes over time as illustrated in . ) )
Figure 517} Rocks shaped by wind-driven sand, ven- ~ ¥igure 5.17: Ventifact at White Desert
tifacts can take decades to centuries to form, depending National Park, Egypt - Photo credit:
on local wind conditions and rock exposure. Christine Schultz.

Modelling implications

Wind erosion shifts material through wind force, notably impacting areas with fine surface particles
such as deserts. Sand dune generation was modelled on discrete height fields by mimicking sand’s
wind-driven trajectory and using thermal erosion to correct the slope [RB04]. These algorithms
consider the wind coming from a unique direction, but introducing variations in the wind flow
simulation, new dune formations emerge. Paris et al. adapt this method for layer-based representations
in which the layers of sand and the layers of bedrock are defined, includes the definition of a wind
simulation consisting of warping a uniform flow with the terrain slopes [PPG*19]. This allows for the
fast generation of large-scale desertic landscapes. More recently, Rosset et al. associat a fine-resolution
3D fluid simulation for wind modelling, enabling the simulation of dune formation at a small scale
with high fidelity, albeit at a higher computational cost due to fluid dynamics [RDBC24].

While most aeolian terrain models account for the effect of wind on sand transport, far fewer simulate
the feedback of transported material abrading obstacles. Early voxel-based approaches applied
analytical heuristics such as spheroidal weathering and curvature-driven removal
to progressively reshape volumetric rock, in the spirit of exposure-based methods on voxels and
implicit fields [PGP*19]. By contrast, Krs et al. adopt a physics-inspired formulation [KHM*20]:
polygonal meshes are converted into a layered-terrain representation, erode its layer stacks when
flow stresses exceed material resistance, advect the detached mass as particles within an SPH fluid,
and finally redeposit it into the volume. This particle-fluid coupling parallels hydraulic erosion
work , but targets wind-driven abrasion and deposition. Despite their different strategies
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(analytic voxel criteria versus particle-fluid transport) all three approaches ultimately rely on volumetric
discretizations to modify geometry. Taken together, they outline a design space where voxel analytics
offer controllable stylization, while physics-based enables obstacle-sand interactions.

Glacial erosion

Glacial erosion is a dominant geomorphic force in cold regions, characterised by massive ice sheets
and glaciers that sculpt the Earth’s surface over thousands of years. As glaciers advance and retreat,
they transform landscapes through two primary mechanisms: plucking and abrasion.

Plucking occurs when glaciers freeze to the bedrock and, as they move, exert tremendous force that
tears away blocks of rock. This process is facilitated by water that infiltrates cracks in the rock, freezes,
and expands, helping to dislodge rock pieces as the glacier flows. Abrasion happens concurrently
as rocks and debris embedded in the ice act as sandpaper, grinding and smoothing the rock surface
beneath the glacier. This abrasion not only polishes the rock but also carves deep grooves and striations
(linear marks that align with the direction of ice movement).

These erosive processes produce distinctive glacial landforms. U-shaped valleys, unlike the V-shaped
valleys formed by river erosion, are wide and deep with a flat bottom, shaped by the broad, sweeping
movement of glacier ice. Fjords are deep, narrow inlets of the sea set between high cliffs, created by
the deepening of U-shaped valleys by glaciers that then become submerged as sea levels rise. Cirques
are amphitheatre-like hollows situated at the heads of glacial valleys, formed by the erosion caused by
the rotational movement of ice within them. Moraines are accumulations of dirt and rocks scraped
up and deposited by moving glaciers, typically appearing as ridges along the sides of glaciers or as
mounds of debris left behind after a glacier retreats.

The timescale of glacial processes spans over thousands to millions of years, allowing glaciers to leave
a lasting impact on the landscape.

Few prior works focused their effort on the understand-
ing and modelling of glacial erosion phenomena. In
7 these conditions, Argudo et al. consider the glacier as
it U-Shape valley 8 a fluid with no inertia, called the Shallow-Ice Approx-

R ot

imation, taking only the terrain surface gradient and
ice thickness to deduce the velocity of an ice column
[AGP*20]. The shear stress applied beneath the ice
sheet is directly computed by the estimation of the ice
column and its velocity. This method results in V-shaped
valleys, but when integrating more factors into the sim-
ulation, such as debris flow, fluvial erosion and talus

Figure 5.18: Glacial erosion from slopes, the improved method presented by Cordonnier et
Cordonnier et al. erodes smoothly val- al. generates a large variety of features present in glacial
leys, shaping the terrain with natural landscapes as presented in Figure [5.18] [CTP*23].
looking valleys and mountain peaks

[[CIP*23]].

Volcanic activity

Volcanic activity is a powerful tectonic process that alters landscapes by creating new landforms
through the eruption of magma from the Earth’s mantle [RQT*13]]l. Volcanoes form primarily at
tectonic boundary zones, either where plates diverge, allowing magma to rise and fill the gaps, or
where one plate subducts beneath another, melting into magma due to high pressure and temperature.

The surface changes caused by volcanic activity are substantial and varied. When a volcano erupts, it
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deposits layers of lava that solidify into new rock formations, gradually building the volcanic cones
and mountainous structures that are characteristic of volcanic islands and mountain ranges [[WooO3|.

Pyroclastic flows are another aspect of volcanic activity
that dramatically changes the terrain. These fast-moving
currents of hot gas and volcanic matter can race down
the sides of a volcano, destroying everything in their
path and laying down thick deposits that can form nat-
ural barriers or change drainage patterns by damming
rivers and creating lakes almost instantaneously (see

Figure[5.19).

Volcanic activity also leads to the formation of calderas,
large depressions that occur when the summit of a vol-
cano collapses into the emptied magma chamber below
after an eruption. Calderas can be several kilometres in
diameter and significantly alter the local landscape.

Figure 5.19: Piton de la Fournaise,
Réunion Island, in eruption - Photo
credit: Richard Roquejoffre.

Although lava and pyroclastic flows have been studied in Computer Graphics, resulting in realistic
eruption simulations in recent works, these simulations are not used in the case of procedural terrain
modelling but focused on rendering and animation [ZKL*17,(CBL*09,|SAC*99, |Las23|).

Biological processes

Biological activity both accelerates and mitigates erosion. On land, burrowing fauna (e.g., rodents,
moles, earthworms) loosen and reorganise soil, increasing porosity and altering infiltration; this can
expose fine material to wind and runoff. Grazers reduce vegetative cover and compact the soil through
trampling, boosting overland flow and sediment detachment. At very small spatial scales, animal trails
and human desire paths locally concentrate shear and degrade soil structure, but remain understudied
compared to other drivers [CEG*18, JKA*19, | AAR*24] [ ECC*21]]. In coastal and marine settings,
bioeroders such as urchins, molluscs, and parrotfish mechanically abrade rock and coral frameworks,
gradually lowering relief and reshaping habitat complexity.

Vegetation generally counteracts erosion through three coupled mechanisms. First, roots stabilise soil:
deep, woody systems anchor slopes and resist mass wasting, while fibrous grass mats bind topsoil
and limit detachment. Second, canopies intercept rainfall, dissipating raindrop energy and reducing
splash erosion. Third, cover increases surface roughness and promotes infiltration while transpiration
lowers antecedent moisture, collectively reducing runoff volume and critical shear stress. Together,
these processes reduce both detachment rate and the frequency of erosive events and should be taken
into account for realistically shaping virtual landscapes. However, these factors are seldom integrated
in erosion simulations methods [CGG*17].

Conclusion

In conclusion, various erosion processes occur on terrains over very different timescales. However,
each procedural generation algorithm is mimicking a small number of these processes at once.

The mapping in Table [5.1] highlights a clear imbalance in existing work: most erosion models are
confined to height field representations, while layered, voxel, and implicit approaches remain sparsely
explored. This uneven distribution reveals a methodological limitation rather than a physical one as
current algorithms are tightly coupled to the data structures they operate on, making them difficult
to generalise across terrain types. As a result, many process-representation combinations, such as
aeolian or chemical erosion on volumetric terrains, remain absent. Our method directly addresses
these gaps by expressing erosion through its three fundamental stages using a unified particle-based
formulation: the detachment of matter, its transport, and the deposition in smaller sediments. Because
particles interact with terrain through local sampling and deposition functions rather than explicit grid
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Process Height field Layered Voxels 3D implicit Spec1ﬁc.
representation

Thermal [MKM&89] [BFO1] [BBFJ10]
Landslide [CEG*18]] [HD11] |
Hydraulic | [KMN88|/GGG*13] | [SBBKO08] | [BTHBOG] [KBKS09] |
Chemical [WCMTO7] | [PGP*19]
Aeolian [PPG*19] B
Glacial [CIP*23,|[AGP*20]
Volcanic -
Biological | [ECC*21, AAR*24]

Table 5.1: Mapping of erosion processes with terrain representations. Most works target height
fields; volumetric and implicit approaches exist but are rarer and typically computationally
demanding.

updates, the same erosion mechanism can be applied consistently to height fields, layered terrains,
voxel grids, or implicit surfaces. This decoupling between the erosion logic and the underlying
representation allows the simulation of processes that were previously constrained to specific data
structures, effectively filling the blank cells of the table and enabling cross-representation erosion
modelling.

The displacement is guided by the environment in which the erosion occurs. It may be only the force
of gravity, the trajectories of glaciers, the water flow, or the wind. Water and wind forces require fluid
simulations to simulate accurately.

5.2.2 Fluid simulations

Fluid simulation constitutes an important field in Computer Graphics and in terrain generation,
providing a physical basis for modelling water behaviour and dynamics for real-time applications and
offline rendering [[WXL*24|]. The mathematical foundations of fluid simulations lie in the Navier-
Stokes equations, or in the case of hydrodynamics, the incompressible Navier-Stokes equations.
An accurate computation of these dynamics implies an expensive computational cost; thus, various
solver variants have been proposed, relying on grids, particles, or hybrid frameworks, each balancing
trade-offs between simulation stability, dissipation control, computational scalability, and user control.
In this section we propose an overview of different solvers and their characteristics.

Governing equations

The governing equations for fluid simulation are rooted in the conservation laws of mass and mo-
mentum for an incompressible Newtonian fluid. In three dimensions, these are expressed by the
incompressible Navier-Stokes equations, which consist of the momentum equation:

d
1Y (altl +u- Vu> = -Vp+uViu+ g, 5.1

and the incompressibility constraint:

V-u=0. (5.2)
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Here u(x, t) denotes the velocity field, p(x, t) the pressure field, p the fluid density, y the dynamic
viscosity, and g the gravitational acceleration vector. The momentum equation enforces conservation
of momentum under advective transport, pressure gradient forces, viscous diffusion, and body forces;
the divergence-free condition enforces mass conservation by ensuring volume preservation of fluid
elements. In computer graphics contexts, these equations form the basis for physically grounded fluid
behaviour, although various approximations or discretisation strategies are typically applied to achieve
stability, efficiency, or control in practice.

When altitude variations are negligible compared to horizontal scales, a depth-averaged approximation
known as the Shallow Water Equations (SWE) is often employed [Par19]. Under the assumption that
the fluid column height #(x, y, t) varies slowly in the vertical direction, the (non-conservative) SWE
are expressed as:

%1; +u-Vu=—-gVy, (5.3)
d
a—'z +V-(qu) =0, (5.4)

where u(x,y,t) is the horizontal velocity at the surface, and g denotes gravitational acceleration.
The first equation enforces conservation of mass in the depth-integrated sense, and the momentum
equation balances advective transport and pressure forces arising from fluid depth. This model offers
substantial computational savings and is widely used for real-time or large-domain simulations when
three-dimensional effects such as vertical vortices and breaking waves are not critical [Par19].

Modelling assumptions are made explicit in selecting the governing equations. The fluid is typically
assumed to be Newtonian and incompressible, with constant density and viscosity. Body forces are
often limited to gravity, and surface tension is neglected. The incompressibility assumption simplifies
the mathematical treatment and enhances numerical stability; its enforcement commonly involves
a pressure projection step that ensures the velocity field remains divergence-free. Viscosity may
be incorporated implicitly or explicitly depending on stability requirements, and external forces or
boundary conditions are specified to match the intended scenario.

Numerical solvers

Hydrodynamics are continuous but numerical solvers are commonly organised according to their
discretisation paradigm, with each category offering different trade-offs in stability, adaptivity, and
computational cost. The principal categories comprise grid-based Eulerian methods, particle-based
Lagrangian techniques, hybrid schemes that combine grid and particle representations, and reduced
models tailored for simplified scenarios or interactive control.

On one hand, grid-based Eulerian methods discretise the fluid domain on a fixed grid and approximate
the incompressible Navier-Stokes equations via operator splitting or projection schemes. Historically,
the Marker-and-Cell (MAC) approach established the staggered-grid representation [HW63], storing
velocities on cell faces and pressure at cell centres to enforce divergence-free constraints accurately
in free-surface flows. Subsequent developments in graphics introduced semi-Lagrangian advection
with implicit viscosity integration [[Sta99], which achieves unconditional stability permitting large
time steps at the expense of increased numerical dissipation. Lattice Boltzmann methods (LBM)
offer a mesoscopic viewpoint on fluid dynamics, leveraging local collision and streaming operations
on a lattice to recover macroscopic behaviour [CDO9§]|; they are notable for parallel efficiency and
natural handling of moderate boundary complexity, though three-dimensional or highly irregular
domains carry significant computational overhead. Finite-volume or finite-element variants appear in
engineering CFD frameworks such as OpenFOAM and can be adapted for graphics applications, but
typically require careful optimisation to remain feasible for large-domain or interactive contexts.

On the other hand, particle-based Lagrangian methods represent fluid as discrete particles carrying
mass, momentum, and other properties. Smoothed Particle Hydrodynamics (SPH) discretises the
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continuum via kernel-weighted interactions among particles [Mon03]], naturally handling free surfaces
and complex boundaries without explicit interface tracking; however, SPH demands high particle
counts for fidelity, and stability challenges (e.g., tensile instability, pressure oscillations) necessitate
specialised corrective formulations [Mon05, [KBST22]|. Pure Particle-In-Cell (PIC) schemes map
particle information to a grid for pressure projection but tend to introduce substantial numerical dissi-
pation through frequent interpolation [Har62|]. The Fluid-Implicit Particle (FLIP) method mitigates
dissipation by updating particle velocities using grid-derived increments rather than full replacements,
thereby preserving kinetic energy and small-scale turbulence [BKR88||; FLIP is well suited for detailed
free-surface phenomena such as splashes yet requires careful tuning near boundaries to avoid insta-
bility. Other particle variants, including Moving Particle Semi-implicit (MPS) methods, extend the
Lagrangian paradigm with implicit pressure solves, but share similar demands for neighbour search
and stabilisation [KO96].

Hybrid approaches aim to combine the stability and incompressibility enforcement of grid-based
solvers with the adaptivity and natural boundary handling of particles. In common hybrid pipelines,
particles carry momentum and advect passive quantities, while a background grid enforces the
divergence-free condition via projection. Affine Particle-in-Cell (APIC) refines the transfer between
particles and grid by representing particle velocity fields affinely, improving momentum conservation
and reducing dissipation relative to FLIP [JSS*15]. Such hybrids leverage the strengths of each
paradigm but introduce overhead in particle-grid transfers and require careful design to maintain
consistency and numerical robustness in dynamic domains.

Reduced fluid models are employed when full three-dimensional simulation is unnecessary or pro-
hibitively expensive. Depth-averaged shallow water equations capture large-scale horizontal flows
over terrain under the assumption of negligible vertical variations; their lower-dimensional form yields
significant computational savings and is widely used in real-time or large-domain scenarios where
vertical vortices or breaking waves are not critical [Vre94, PHTB12]. Potential flow approximations or
other simplified models may be invoked for wave-like phenomena where vorticity and viscous effects
can be ignored. Procedural or heuristic approximations, such as cellular automata-based flow or ad
hoc velocity fields, support highly interactive or stylised effects by sidestepping full PDE solves, at
the cost of physical fidelity. These reduced methods serve both as initial terrain-shaping tools and as
fallback options for real-time applications where performance constraints dominate.

Solver characteristics

Numerical characteristics of solvers critically influence the realism, stability, and performance of fluid
simulation. These include time integration and stability properties, processing of free surfaces and
boundary conditions, control of numerical dissipation to preserve detail, and computational efficiency
and scalability strategies.

Velosity Magitude
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e irDE T Time integration schemes must balance stability and

accuracy. Explicit methods compute updates directly
) from known states but impose restrictive time-step lim-
its proportional to grid spacing (Ax, Ay, Az) or particle
spacing in relation with the computed velocity, render-
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v ) ing fine resolutions costly. Figure [5.20] illustrate the
importance of adequat spatial resolution with respect

& % 3 to temporal resolution. The CFL condition states that
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Figure 5.20: Results of a fluid simu- solve (typically Cy,5 = 1 for explicit integrations):
lation after 5us, 10us and 15us with
different spatial resolutions (from left to "
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0.04mm) shows large discrepancies.
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Thus, when looking at 2D and 3D explicit methods, the main constraint is finding a valid time-step At:

A A A A A
AtZD S <x + y) Cmax/ At3D S (x + 7y + Z) Cmax' (5-5)
'[/[x 'l/[y ux uy MZ

Implicit or semi-implicit treatments of diffusion or pressure terms allow larger time steps by solving
linear or nonlinear systems (Cy;5x > 1), as exemplified by semi-Lagrangian advection with implicit
viscosity in [Sta99|]. Pressure projection typically entails solving a Poisson equation, for which
direct solvers offer accuracy but scale poorly to large grids, while iterative solvers (e.g., conjugate
gradient, multigrid) afford scalability at the expense of convergence concerns that must be managed via
preconditioning or adaptive tolerance. Time-stepping strategies may incorporate adaptive substepping
or projection frequency adjustments to maintain stability without excessive computation.

Accurate handling of free surfaces and boundary conditions is essential for plausible fluid behaviour.
Interface-capturing methods in Eulerian solvers, such as level-set or volume-of-fluid, track the free
surface implicitly but can suffer volume loss or smearing; corrective reinitialisation or particle-based
markers near the interface often mitigate these deficits. Particle-based schemes represent the free
surface naturally through particle distribution but require surface reconstruction for rendering and may
exhibit clumping or void regions without density control.

Solid boundary conditions in both paradigms demand robust collision and pressure treatment: Eulerian
grids enforce no-slip or free-slip via ghost cells or immersed boundary techniques, while particles
interact with geometry via repulsion forces or dynamic boundary particles. Hybrid methods must
synchronise interface representation between particles and grid, ensuring that evolving boundaries
remain consistent with divergence-free constraints. Dynamic domains, such as moving obstacles
or adaptive meshes, necessitate regridding or particle reseeding procedures that preserve mass and
momentum.

Numerical dissipation and detail preservation influence the visual richness of simulated flows. Semi-
Lagrangian advection and grid-particle interpolation in PIC introduce artificial smoothing that dampens
small-scale vortices and surface detail. Techniques to mitigate dissipation include the FLIP update,
which applies only the change in grid velocity to particles, and higher-order advection schemes that
reduce numerical diffusion. Vorticity confinement or turbulence-enhancement terms may reintroduce
fine-scale structures lost to dissipation. In Eulerian solvers, divergence-free interpolation schemes
and improved projection methods help maintain kinetic energy. SPH and other particle methods can
preserve detail inherently but may suffer from noise or instability if neighbour sampling is irregular;
stabilisation strategies, such as density reinitialisation, kernel correction, or pressure regularisation,
seek to retain fidelity without sacrificing stability. Machine learning-based super-resolution methods
have recently emerged to reconstruct fine details atop coarse simulation outputs, however, care must
be taken when applying them to simulations that differ significantly from the data they were trained
on, as they may not produce reliable results.

Non-physical fluid simulations

Recent advances in fluid simulation increasingly inte-

r “!" ’Tr' 7
grate machine learning techniques to accelerate or aug- - @ . ¢ ‘ -
ment traditional numerical methods. Surveys of machine E ’ F ”'r é“

learning applications in Computational Fluid Dynamics

identify roles for data-driven methods, physics-informed

models, and ML-assisted numerical solvers that im-  Figure 5.21: An incompressible force
prove convergence or predict intermediate quantities  field is computed to guide the smoke
such as pressure fields and subgrid turbulence closures  simulation from a user-defined shape to
[HFTL22]. another [TACS21)].

Neural surrogates were proposed to approximate costly components of the solver, yielding substantial
speed-ups while maintaining acceptable fidelity in graphics contexts; such approaches often leverage
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convolutional networks for pressure projection or learn residual corrections to coarse simulations
[TSSP17, SRA24]. Physics-informed neural networks and related frameworks enable embedding
governing equations into the learning process, facilitating generalisation and adherence to conservation
laws, though their applicability to large-scale, real-time graphics remains an active research area
[BNK25].

Procedural or artistic fluid control has been an emerging
topic for the last few decades, striking a balance between
user interaction and plausibility of the fluid behaviour
without full PDE solving. Chapter @ used the Kelvinlet
paradigm [GJ17]], an analytic formulation for material
deformation derived from Kelvin’s state using Green’s
function of linear elasticity of material, providing more
control types than the fluid-specific Stokelets [CY76].
Wejchert and Haumann shows that these analytic fluid
Figure 5.22: Lu et al. uses fluid primitives are an efficient and lightweight approximation
rigging-skinning on water particles of highly controlled fluid simulations [WH91]]. Stroke-
to guide the animation of particles based fluid models are closer to the storyboard design of
[LCY*T9]. animation artists, making them intuitive to use, but are
usually for subsets of frames of an animation, which be-
come time-consuming for the price of high-level control
[XKG*16, [PTO5,[YCYW20, PHT*13]].

Procedural fluids are usually defined by noise functions to artificially introduce motion [BHNO7], but
can also be added after computing an accurate fluid simulation to introduce more vortices [WZEF*25].
Vortices are usually too small for Eulerian simulations as the grid’s cell width used may be larger than
a vortex, and the dissipation removes their presence. Editing velocity fields procedurally can also
come through the use of frequency-domain editing of forces as used in Figure [5.21] [FN20, TACS21],
blending and interpolation techniques to merge a predefined fluid with another [RWTT14], or even
morphing techniques to deform a velocity or force field as shown in Figure [5.22] [LCY*19, RTW*12]
FEHM19].

Conclusion

Non-physical fluid simulations include procedural and artistic fluids during or after a more computa-
tionally expensive simulation, as they introduce variation on different levels: force field and velocity
field of Eulerian simulation methods, or the force, velocity, and even position of simulation particles
of Lagrangian methods [[Sim90]].

Fluid simulations come in a large variety of forms, each with advantages and drawbacks: accuracy,
energy preservation, user control, and boundary representations. Erosion on terrains, and more impor-
tantly submerged terrains, requires the computation of the motion of fluid in the environment, whether
it represents air for wind-driven phenomena or water for hydraulic erosions. Erosion simulation
algorithms proposed in literature do not offer alternatives to the method-specific fluid simulation,
constraining the user to only a subset of possibilities for a given terrain representation.

Our proposed method computes particle motion from any vector field by integrating external forces,
namely gravity, buoyancy, and drag. These forces only require the evaluation of the fluid velocity
at particle positions, which can be obtained from any chosen solver. As a result, our framework is
independent of the underlying fluid simulation technique, allowing users to select between computa-
tionally intensive CFD solvers for high accuracy, lightweight models for fast computation and ease of
implementation, or procedural and artistic simulations to enhance control and flexibility.
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Figure 5.23: Three steps of the erosion process from the sediment point of view: detachment from
its original location (dotted red circle), transport in a fluid (dotted black circle), deposition at a new
location (dotted green circle).
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Figure 5.24: Our overall pipeline: our erosion process compute matter displacement of a terrain
using an arbitrary representation as long as intersections between particles and the ground can be
detected. An optional velocity field, provided by the user, guides the particles trajectories. We propose
surface alteration methods to apply the erosion to the terrain in a coherent way between possible
representations.

5.3 Particle erosion

Erosion occurs in three stages: material detachment, transport and deposition (respectively in red,
black and green in Figure[5.23). In our approach, particles move through the medium following its
flow (i.e. wind in air or currents in water) and then absorb or deposit a small amount of material upon
contact with the land surface, effectively fulfilling the three stages of erosion, separating the transport
process from the detachment and deposition processes (Figure [5.24). The overall algorithm presented
in Algorithm [§]illustrates the separation of these processes.



146 Chapter 5. Erosion simulation

5.3.1 Overview

Input: Terrain 7, particle parameters (R, Pparticles COR, Cinax, Ke, w), medium params
(pﬂuid , ‘u) s Velocit}:\{ield Ufluid
Output: Updated terrain 7

for iter < 1 to Nj;ps do

C+—® // Collisions list
// (1) Emit particles in domain

P « SampleParticles( T, params)

// (2) Particle transport

foreach p € P do

while p in terrain do
integrate motion // Equations ([5.14)) and (5.15)
if p intersects T then
add collision data to C // particle + terrain properties
apply collision response // Algorithm EI

// (3) Terrain updates
foreach collision in C do
L accumulate terrain change Ah, Af,orAp // Section

commit to 7~ and recompute normals

a2
return 7

Algorithm 8: Particle-based erosion iterations.

Particles are transported through the medium and may traverse several different media. Each medium
is defined by a density and a flow. Consider, for example, water density to be 1000 kg m~3 and
that of air to be 1kg m 3. The gravity applied to the particles is then very different between open
and submerged environments due to the difference in buoyancy, while the process remains similar.
Using a pre-calculated flow field to guide particle movement simplifies the simulation by treating
particles as independent entities, eliminating the need for inter-particle calculations. This not only
significantly reduces the overall execution time but also offers users high flexibility over the quality of
the simulation and simplifies the implementation. Moreover, we consider that particles in a fluid do
not influence the flow as it would become "overkill" for such lightweight objects [WZF*03]].

5.3.2 Erosion process

Every time the particle hits the ground, a given amount
Jdetachment Of sediment is detached from the ground Odetachment
while another amount ggeposic Of sediment is deposited _

at this location (respectively red and green arrows in g g' *> 7‘ -
Figure[5.25). Our erosion model is based on the work Oldeposit

of [WCMTO7|] where regular 3D grids are used to esti-
mate the fluid velocity and sediment transport. In the
spirit of [KBKS09], we transposed their method into a
particle-based erosion simulation, but in our proposition,
we decouple the particle system from the fluid simula-
tion, making the process more flexible and opening the
door for richer effects that can easily be produced.

Figure 5.25: When a particle is in
contact with the terrain surface, an
amount (geposi; 0f sediments contained
in the particle is released in the ground,
and qgetachment 1S absorbed.
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Detachment

As a particle approaches the surface of the terrain, its motion applies friction at the interface between
fluid and ground, causing bedrock to dislocate microscopic parts, which we call abrasion. We use
pseudoplastic models to approximate the amount of matter removed due to the shear forces while
considering the physical properties of the fluid and the ground [WCMTO7]].

The shear rate 6 is approximated by the relative velocity of the fluid to the solid boundary ¥,,; over a
short distance [. We approximate the shear stress T at the solid boundary by a power law:

T = K6", (5.6)

where 6 = U, /1, K is the shear stress constant (often set to 1), and n € [0, 1] is the flow behaviour
index. Shear-thinning models typically assume 7 close to %, which is why we used this value as a
constant.

We can then compute the erosion rate € at any contact point between a fluid and a solid boundary using
Equation (5.6) by

e = Ke(T — Teritical)”, (5.7)

with K¢ € [0, 1] a user-defined erosion constant, T jica the critical shear stress value for which the
matter starts to behave in similar manner as a fluid, and a a power-law constant, typically considered
asa = 1.

In our method, the eroded quantity is approximated as the material contained in the hemisphere of
radius R, in the normal opposite direction at the particle impact point (Figure [5.29). We then use
Equation (5.7) to get the final eroded amount ggetachment:

27tR3
{detachment = € 3 (5.8)

The particle is also defined by a maximal amount of sediment that can be contained in its volume
before being saturated, noted Cpax.

Deposition

The eroded sediment is considered to be in suspension in a fluid and is affected by its velocity. A fluid
particle then transports the sediment in its flow until gravity settles it onto the ground again. The effect
of gravity is modelled by a settling velocity w;:

gng (Pparticle - pﬂuid)f(C), (5.9

w5:9 y

where f(C) is a hindered-settling factor that reduces the effective body force as the particle’s carried
sediment approaches its maximum capacity. Following Richardson-Zaki [RZ54], we take

f(C) = (1 - Ciax>n, (5.10)
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with exponent # typically in the range 4-5.5, and we set n = 5, similarly as [WCMTO7].

We consider that the amount of sediment settled is proportional to the norm of the settling velocity as
proposed in [WCMTO07], with w € [0,1]:

Adeposit = wstH- (5.11)
5.3.3 Transport

Our simulation is computed by integrating the full trajectory of multiple particles at each iteration,
unlike most other erosion methods. This allows us to constantly have a terrain in a plausible state, while
giving the possibility to increase the ageing effect by running more iterations. Note that progressively
reducing the overall erosion strength can be used as a strategy to adapt the computation time to a
chosen level of detail.

We first present how to compute the particle speed using particle physics, then how to add an optional
medium velocity field to add a fluid simulation or user control.

Particle physics

Due to their independence from other particles, we consider each particle to follow Newton’s laws of
motion. Each particle has a volume V/, an effective density pparicte (Which may depend on the amount
of carried sediment), and thus a mass Mparicle = Pparticle V. The surrounding medium has density
Pfiuid, Viscosity u, and velocity field vgyiq(p, t)-

The exerced forces applied to a particle consist of external forces Foxt (gravity and buoyancy), and
drag force Fyryg (Figure . Gravity acts as:

=

F, gravity — Mparticle/

with ¢ the gravitational acceleration vector. Buoyancy opposes gravity as:
Fbuoyancy = _Pﬂuidvg .

The net body external force is then

=

Fxt =V (Pparticle - Pﬂuid) § (5.12)

In addition, drag relaxes the particle velocity U toward the local fluid velocity vgyiq. For small Reynolds
numbers we use Stokes’ drag formula for spheres in a fluid:

Firag = 67TUR (Vuia — ), (5.13)
where R denotes the particle radius.

A’
Buoyancy
The full equation of motion is therefore

'1' - "\\\ D @(\FJ A FDrag
L FDrag ’Z/>t FoLE
\ S g = O e+ Farg. (5.14)
. Mparticle
Gravity
M with f(C) resulting from Equation (5.10).
Flgure 5.26: Particle’s motion ina The particle position p evolves as:
fluid consist of three forces: gravity,
buoyancy, and drag. The later is acting p=70 (5.15)

opposite direction to the relative parti-
cle velocity in the fluid.
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Figure 5.27: The coefficient of restitution affects the amount of energy absorbed from the particle
when hitting the ground. Here, rain is applied on an initial slope (yellow). Only two particles are
displayed, with a high (blue) and low (red) coefficient of restitution. The resulting slope after erosion
is displayed in blue and red (right).

When a particle collides with the ground, its post-impact velocity is modified by a coefficient of
restitution COR. This value depends on the ground material as it is influenced mainly by the material’s
particle shape, coefficient of friction and density [YZKF20]]. Less bouncy particles lose speed quickly
and settle down sooner, forming a steeper pile (Figure blue), or a higher talus angle such as chalk.
On the other hand, more bouncy particles disperse more widely upon hitting a surface, resulting in
a gentler accumulation such as clay (Figure[5.27|red). We propose this simple collision response in
Algorithm[9]

Input: Particle (p, U, C), terrain 7T, restitution COR
Output: Updated particle state (U, C)

ii + T.N(p)

U« COR (U —2 (U, 1))

// Update sediment capacity at this point

Compute fdetachment, Jdeposit // Equations () and (5.11))

C+CH+ fdetachment — qdeposit
return (U, C)

Algorithm 9: Particle-terrain collision response.

Velocity field

With our particle system, we propose to model intricate scenarios, such as the erosion caused by water
currents on the seabed or aeolian erosion. The velocity field remains static during the erosion, which
may cause inconsistencies in the fluid velocity field. However, minor changes can be overlooked to
maintain a balance between realism and computational efficiency [[TJ10]. We suggest three velocity
improvement methods:

e Fluid simulation refinement: Various erosion mathods incorporate fluid simulation, requiring
regular updates for erosion and velocity [KBKS09, (WCMTO07]. Our method can use fluid simulations
with multi-resolution refinement, with the possibility to focus the velocity field adjustments near the
updated boundaries of the surface [RLL11].

o Particle velocities in fluid simulation: With a Lagrangian fluid simulation relying on particle
systems [KBST22], our particle velocities can be incorporated into its computation. This approach is
only a provisional solution due to potential parameter mismatches with the main fluid simulation.

e Velocity field diffusion: Given the minor changes to the surface level at each erosion iteration,
which reflect the gradual alterations in terrain surface, we estimate that the velocity at a fixed point
transitioning between the inside and outside of the terrain closely mirrors the velocities observed in its
surrounding area. In this context, we simply interpolate the velocity field at any transitioning point.
This simple method, as used in Figure [5.46] allows us to find a balance between achieving realistic
flow simulations and maintaining computational efficiency.
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Figure 5.28: Our method requires a base geometry, a small number of parameters for the particles
and the medium used for the erosion simulation. It can be easily adapted to be compatible with
different mediums and terrain representations.

5.4 Our erosion method

In this section, we describe how to apply detachment and deposition to different terrain representations
with our method (Figure [5.28). We cover the most commonly used representations, namely height
fields, layered terrains, voxel grids and implicit surfaces. Note that our work could be extended to
additional representations. Two conditions need to be satisfied for a representation to be eligible
for our erosion method: the ability to evaluate the intersection of a particle with the ground and to
compute the normal of the terrain at this point. To the best of our knowledge, all representations do.

We use Verlet integration for the particle physics [[Ver67]], with low error rate and stability even for
high dt, reducing computation time for negligible imprecision [BW98,|[SABW82].

For all the representations, the amount of material absorbed by the particle, i.e. the erosion value
Jdetachment from Equation , is taken around the particle at a radius R, meaning that the modification
of the terrain by a particle at position ¢ will only occur for the positions p satisfying ||p — ¢|| < R.
At the same time, the amount ggeposit from Equation (@ is deposited, resulting in a change

Q = (/Ideposit — {detachment-

In our simulation, while the dynamics are informed by physical principles, the particle size is
conceptualised within a dimensionless framework. This provides the flexibility to adapt our results
to various real-world scales, ensuring the applicability of our model across diverse scenarios. Note

that, for a 2.5D terrain, we can consider that half of the sphere surrounding the particle is affected,

which has a volume of V,5p = 2%123, while a 3D terrain is affected by the full sphere V3p = 47T3R3

(as illustrated in Figure[5.29). In the following sections, we will describe the strategies used to modify
the amount of matter for different representations.

5.4.1 Application on height fields

On a height field defined by h(p) = z, the intersection point with the surface is verified at p, = h(p),
and the normal can be computed at the intersection point.

For this representation, the half-sphere is scaled in the z direction to fit aV = Q using &« = % We
then decrease the height 1/(p) at all points p by the height of the scaled half-sphere at position p.
Given the height of the scaled half-sphere of centre ¢ and the distance of the particle to the centre
d = ||p — c|| by hnaif sphere (P) = V' R? — d? for all p such that d < R, the radius around a particle.

This change of height can be sampled at all points of the 2D grid by reducing the height by
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Figure 5.29: lllustration of the material detachment in the (half-)sphere at contact point C (cross)
on different representations. (height field) When Q < 0, material detachment happens in the bottom
scaled half-sphere of the particle’s contact with the ground, while the deposition is applied on the
upper half-sphere of volume when Q > 0. Unlike the height field, for 3D terrains detachment and
deposition are applied in the full sphere around the contact point.

RZ _ dz Q
Ah(p) = — = TR R2 — 42, (5.16)

The height at each point after an erosion is then computed as i1(p) = h(p) + Ah(p).

5.4.2 Application on layered terrains

Layered terrains are defined as y : R3 — IN, assigning a discrete material index u for any point
in space [BFO1, PGGMO09]|. In the original work, outer borders stack elements of the terrain are
transformed into density voxels to enable global erosion through height changes. We enable the
erosion/deposition process directly on the layers, hence removing the need for representation changes.

When intersecting the terrain, the amount eroded for each material stack should be the integration of
the volume of the intersection between the sphere surrounding the particle and the cubicle represented
by the stack. Since there is no easy solution [JW17]], we approximate the volume of the stack we need
to alter using the previously defined height field equation Equation (5.16). At a distance d from the
particle, the height is defined as:

H(d) = QI V/R2 — 42 (5.17)

2R3
37TR

If Q > 0 (more deposition is applied than detachment), then we transform the materials in the stack
contained in the sphere to become ground material. For Q < 0, the materials are transformed into
background material.

5.4.3 Application on implicit terrains

Implicit terrains are defined using a function f(p) and its variation resulting from the erosion process
using Af(p). We propose a strategy to compute Af(p) at any point of the sphere surrounding the
erosion point based on metaball primitives. At each contact point, a metaball is added to create a hole
or a bump in the terrain. A metaball is defined as:
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30 (1—4d
Af(p)zngg,( R ), (5.18)

with d the distance of the point p to the sphere centre for all points p for whichd > R, Af(p) =0
(see Annex [B).

As they are the most commonly used representations, we propose a formulation to erode implicit
terrains defined by Signed Distance Functions (SDFs) and by gradient or vector fields.

Signed Distance Functions

Considering SDFs, the terrain is defined as the 0-set of the signed distance function f : R3 — R,
hence, for f(p) = 0, the inside is f(p) < 0 and the outer part (i.e. air or water) is f(p) > 0.

The particle erosion applies at impact points at discrete positions, so we propose to add or subtract
metaballs defined using equation Equation to respectively deposit or erode material using a
composition tree: metaball(p) = —Af(p).

Now the eroded terrain function f(p) will be evaluated at each point p from the initial terrain value
f(p), the erosion function metaball(p) and the composition function g(f1, f2):

f(p) = g(f(p), metaball(p)). (5.19)

As a metaball is added for each particle bounce on the terrain, space partitioning optimisation
algorithms such as k-d trees, BSP trees or BVH can easily be used to improve performance.

Other implicit terrains

Other implicit terrain models are present in the literature, notably a 2.5D representation based on
the surface gradient [GPM*22] and a 3D representation based on curves [BKRE17]], for which the
trajectory of each particle projected to the closest surface could be used to define the alteration of the
terrain.

In the case of gradient-based representation, we propose to use the partial derivative from the equation
of the 2D scalar fields Equation (5.16)), which gives, ford < R,

Q 1

— CP, 5.20
2R3 /R2 — 42 20

VH =

with CP the vector from the centre of the erosion point ¢ to evaluate to the position p.

Avoiding the singularity for R = d can be done using a regularisation by introducing ¢ < R in
Equation (5.20):

Q 1

VK = —
§77:R3 Rz—d2+€2

(5.21)

Now the new gradient field can be computed as:

Vh(p) = Vh(p) + VH (p).
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Figure 5.30: Our erosion method is applied iteratively on a completely synthetic island; the terrain
is altered to obtain a plausible shape by forming rills. The use of particles with hydraulic densities
dropped from the sky results in strong erosion on the sides of the mountains, and the particles that slide
to the sea mainly drift offshore, resulting in the formation of small beaches and weaker erosion on the
bottom of the water body. Repeating the process causes the island height to decrease progressively, up
to the point where only the submerged part of the terrain is sheltered from erosion.

5.4.4 Application on voxel grids

We consider two of the voxel grid representations: density-voxel grids and binary voxel grids, for
which we present our material alteration strategy.

Density voxels

We consider "density-voxel" grids defined on f : Z3 ~— [—1, 1], for which a voxel is full for f(p) = 1,
partially full for —1 < f(p) < 1, or empty for f(p) < —1. This definition allows us to erode
them smoothly. Since this kind of grid is a discretisation of a scalar function, we could directly
use Equation (5.18), as described previously, but we take advantage of the discrete nature of the
representation to avoid expensive computation.

We apply the erosion from a particle at position ¢ on all points p in the volume, proportionally to
the distance from the centre of the sphere d = ||p — ¢||, to find an approximation to the real erosion
value per voxel Qapprox = Q%. Using their discrete nature, we rectify this value to sum up the total
erosion value to Q by dividing each value by the sum of the distances. We now consider eroding the
"empty" voxels since their density can drop to —1. We then have for all surrounding voxels

(5.22)

The resulting voxel value is computed as f(p) = f(p) + Af(p). In our implementation, presented
in Algorithm when f(p) > 1 we simply transport the density excess to the voxel above, giving it
a very close analogy to height fields as long as |Af| < 1.
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Input: Voxel grid f : Z~3 +— [—1,1], contact point ¢, erosion radius R, volume change Q
Output: Updated grid f

total < ZqE||q—CH<R(1 — HC[R;CH)
foreach voxel p with ||p — c|| < R do
d|p—cf

(1-%) .
Af(P)<-Q'W // Equation (5.22)

f(p) < f(p) +Af(p)
if f(p) > 1 then
| spill excess upward voxel

return f

Algorithm 10: Density-voxel terrain update.
Binary voxels

The terrain can be represented using an occupancy function as f : Z2 — {0, 1}, where a voxel f = 1
defines the ground and f = 0 the background.

We propose to apply particle erosion by assigning voxels a number of hits, and transforming them into
air or ground when this number reaches a critical value C that is proportional to the particle’s strength
parameter K, [BBFJ10].

On a hit, all voxels in a radius R receive a hit number

Ahits = |aAf], (5.23)

with Af the erosion per voxel computed using Equation (5.22) and « a coefficient high enough to
obtain values above 1.

All voxels with #hits > C are transformed into background, and voxels with #hits < —C are
transformed into ground.

Note that a binary voxel grid can also be transformed into a density-voxel grid to be eroded smoothly.

Our formulation for height fields Equation (5.16) can be used to erode 2D scalar field-based represen-
tations. Similarly, our proposition for SDFs Equation (5.18)) enables erosion for continuous 3D scalar
fields, and voxels Equation (5.22) for discrete 3D scalar fields, respectively.

5.5 Results

Our erosion process supports the simulation of a wide range of erosion effects across different terrain
representations. In this section, we demonstrate the versatility of the method by varying parameters
such as particle effect size, quantity, density, maximum capacity, deposition factor, and velocity fields.

The influence of each parameter on the erosion process is illustrated in Figures to In
Figure particle density controls the particle inertia and thus its sensitivity to the velocity field.
Low-density particles follow the wind closely, generating fine and widely distributed erosion, whereas
high-density particles travel straighter and carve deeper, more localized channels. In Figure
increasing the particle radius produces smoother erosion and deposition patterns because larger
particles average the terrain gradients over a wider area. Figure[5.33highlights the combined effect of
gravity and the coefficient of restitution: low values of COR cause particles to lose energy rapidly
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Figure 5.31: Uniform wind field applied laterally on a terrain with different particle densities.
Deposition and erosion are visible in red and blue respectively.
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Figure 5.32: Particle radius influence the smoothness over the final result. Red and blue indicate
deposition and erosion, respectively.

and accumulate at the base of slopes, emulating scree or debris deposits, while higher COR values
allow particles to travel farther and mimic viscous, fluid-like transport. The influence of critical shear
and shear power parameters is shown in Figure [5.34} larger critical shear thresholds limit erosion
to steep regions, whereas higher shear power amplifies the rate of material removal over the entire
terrain. Finally, in Figure[5.33] the erosion and deposition factors directly control the global mass
transfer. High erosion rates deepen valleys and accentuate roughness, while high deposition rates
quickly smooth the terrain and fill cavities. Together, these examples demonstrate that the proposed
model can reproduce a continuum of erosion behaviours ranging from diffusive smoothing to strongly
channelized material transport.

Parameters used for each result are available in Table It is important to note that all erosion
examples presented in this section are available for any 3D terrain representation. However, we cannot
create volumetric structures, such as overhangs, using 2.5D representations (height fields).

The environment density pqyiq is set to 1 kg m 3 above the water level (blue regions of the terrain) and
1000 kg m~3 below it. The velocity field is refined using the diffusion strategy described previously.
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Figure 5.33: The coefficient of restitution (COR) and the force of gravity influence similarly the
localisation of deposits. A low COR emulate debris scree at the bottom of slopes; high COR values
approximate viscous transports such as hydraulic processes. Red and blue indicate deposition and
erosion, respectively.
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Figure 5.34: Large critical shear values restrict erosion to steep slopes, while large shear power
values increase the effect of erosion on the whole terrain. Red and blue indicate deposition and
erosion, respectively.

5.5.1 Rain

:

Figure 5.36: Rain erosion on a synthetic heightmap generated by Perlin noise using small water
particles.
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Figure 5.35: Erosion and deposition rates directly influence the displacement of matter from the
particles on the terrain. Red and blue indicate deposition and erosion, respectively.

Hydraulic erosion from rain is the most common process used in terrain generation. In this case,
particles are seen as water droplets falling from the sky and rolling downhill due to Earth’s gravitational
force. No velocity field is required from fluid simulation. These parameters result in detailed geometry
of the rills on the sides of mountains that quickly emerge and deposit many sediments in the valley.
We demonstrate the result of rain erosion in Figure [5.36| with a computation time of 4 seconds.

Using these erosion parameters in combination with water bodies results in different outcomes
(Figure [5.30). The terrain above water is directly affected by the erosion process, while particles
colliding with the underwater part of the terrain are slowed down and filled with sediment, leading
mainly to deposition. The result is typical hydraulic erosion on mountains and the formation of slopes
and beaches near the water level.
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5.5.2 Coastal erosion

~F

Figure 5.37: Coastal erosion on cliff from density-voxel representation using large particles with
density slightly lower than water to target target collision on the air-water interface. A uniform flow
field (blue arrows on bottom left) force the particles towards the cliff (green paths of three particles
visible in bottom right).

The repeated motion of waves creates coastal erosion, which can be seen as cliffs with holes at the
water level.

We apply a uniform velocity field in the water pointing towards the coast to simulate waves and
emit particles from the water area with a large size, a density between air and water densities, a high
capacity factor, and a low deposition factor w. Using these parameters, the erosion process is focused
at the interface of air and water, applying coarse detachment while depositing a very small quantity of
sediment, simulating the corrosive effect of water on limestone.

This effect can only be simulated on 3D terrain representations since it would create cliffs on a 2D
representation. Figure[5.37]presents the result of coastal erosion on a density-voxel grid that creates
overhangs around sea level using a small number of particles. Note that the same effect using an
alternate implicit representation based on SDF is displayed in Figure[5.48] A shaded version of this
effect is presented in Figure[5.1}



5.5. Results 159

5.5.3 Rivers

|

Figure 5.38: Meandering river simulation on an implicit terrain representation using a user-defined
sinusoidal flow field. Bottom left illustrate the alternating variation on the velocity field, guiding the
particles as illustrated with green paths in bottom right.

complex erosion simulations using fluid simulations such as SPH [KBKS09]] would create realistic
results at the cost of high processing time. Our method offers the flexibility to be applied either with
a velocity field (simple, user-given, or resulting from a fluid simulation) or without, allowing for
simplicity and efficiency.

Given a source point, we generate particles that run downbhill, simulatini the formation of a river. More

When provided with a hand-made or procedural velocity field, our particle system reproduces simple
river meanders (Figure [5.38).

Figure [5.39| presents a river that has been modelled by emitting water particles with different sizes
ranging from 1.5m to 5m, a high coefficient of restitution, and a low capacity factor. Random sizes
are used to simulate a river for which the flow rate fluctuated over formation time, while the low
capacity ensures that the banks of the river stay smooth. A high coefficient of restitution is a strategy
that lets the particles flow with low friction, approaching water-like behaviour. Our particles are
affected only by gravity, without fluid simulation.
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Figure 5.39: A single river simulation on a layered representation with water particles emitted from a
small disk (green).

5.5.4 Landslide

Figure 5.40: Landslides on a height field representation is emulated by using large particles with
high deposition factor and low capacity.

Landslides are mainly caused by large amounts of water saturating the ground and flowing downbhill,
transporting matter in its path.

By using water particles with a medium size, a low coefficient of restitution, a low capacity factor, and
a high deposition factor w, they transport sediment over short distances as the velocity quickly drops
to 0, and ground material is completely spread along the path, since it is easier to deposit the same
amount of sediment as the eroded amount at each collision point. Reducing the density of the particle
simulates a rise in viscosity in the settling velocity formula, again increasing the quantity of matter
to deposit at contact with the ground. By this means, we can simulate landslides as illustrated in
Figure[5.40] A smoother surface results compared to rain erosion, as the rills are filled with sediment
as soon as they begin to form. By setting the initial capacity of the particle equal to 10% of its max
capacity, the mass of the terrain increases, simulating a volcanic eruption as illustrated in Figure [5.41]
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Figure 5.41: A lava flow emulation by the emission of particles already containing matter from the
crater center.

5.5.5 Karsts

Figure 5.42: Karstic cavities dug from a plain terrain on a binary-voxel grid representation.

Karst networks are created over hundreds of years from the corrosion of water on the limestone in
the ground. A limited number of methods have been proposed for the procedural generation of karsts

By reducing the deposition factor w, the particles simulate corrosion (without mass conservation).
We use the same particle parameters as in coastal erosion (large size, a density between air and water
densities, a high capacity factor, and a low w) and optionally provide a 3D shear stress map. The
karst will automatically follow the softest materials, which is geologically coherent, as given in the
example in Figure[5.42] where we observe a "pillar” formed in the centre, and thus the karst forms
two corridors that finally merge partially.

Underground results are only available for representations allowing 3D structures. Another under-
ground terrain simulation is shown in Figure[5.43] in which a water runoff is eroding a tunnel without
the use of a fluid simulation. Here, when particles bounce frequently on the terrain surface, the
coefficient of restitution may be interpreted as a viscosity parameter.
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Figure 5.43: Particles emitted from the entry of a tunnel dig their way inside the volumetric conduit.
Green lines: example of particle trajectories.

5.5.6 Wind

Figure 5.44: High wind erosion applied on a density-voxel grid simulating abrasion on static pillars
using a uniform flow field. Sand is naturally deposited at in front and on the sides of the obstacles.

Wind erosion is a significant process in desertscape shaping, since there are no obstacles in the airflow
path. Air particles can reach high velocities, transporting sand over long distances, forming either
dunes or blasting into rocks, eroding them into goblins.

By setting the density of our particles close to 1 kg m ™3, two erosion simulations can be applied at
once. Air particles follow closely the flow field given by the user. This flow field can be provided
by a complex simulation, a user-defined wind rose [PPG*19], or a random flow field with a general
direction.

The generation of different sand structures depends on the velocity field provided, and a simple field
will easily generate linear dunes. On contact with a rock block, the simulation will automatically
erode block borders, creating shapes resembling goblins.

Figure [5.44] gives an example of wind erosion on a flat surface with rock columns being eroded. Given
a strong 2D velocity field computed by the high wind simulation proposed in and used on
light particles, the simulation is fast thanks to the low number of collisions each particle has with the
ground.
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5.5.7 Underwater currents

Figure 5.45: Simulation of underwater erosion rapidly deposits sediments, filling in hollows and
smoothing the surface on a height field.

Procedural generation of underwater 3D terrains has received little attention. The difference between
underwater and surface environments lies in the buoyancy force, which is much stronger, meaning that
water flow has a much more significant effect on erosion than wind. Taking into account the density of
the environment and the velocity field of water in our formulas is key to being able to apply erosion in
this environment. Our method works in a water environment by assigning at least water density to
particles. Given a velocity field describing underwater currents from a complex simulation or from a
sketch, the particle system erodes the terrain.

In the example presented in Figure[5.45] the velocity field is given by a simple 3D fluid simulation
applied to the terrain.

A complex water flow simulation is computed using SIMPLE fluid simulation with
OpenFOAM. The resulting erosion can then follow complex water movement and erode the terrain
at the most affected parts of the 3D terrain, as the trajectories of the particles (green) are highly
affected by the fluid velocity (blue). The densities of the particles and the environment being close,
the buoyancy cancels most of the gravity force, leaving the velocity of the particles computed by the

fluid velocity vgyig (Figure [5.46).
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Velocity field Eroded result

Figure 5.46: A complex water flow simulation is computed using OpenFOAM. Particle trajectories
(green) are highly affected by the fluid velocity (blue). Most of the terrain’s exposed surfaces are
eroded (bottom).



Name Rep. | Dimensions | Res | #P | #N | R COR | pparticle | Cractor | € w | Vel field t | Figure
Rain H 100x100 20 100 | 10 | 1.0 1.0 1000 10.0 2.5 | 0.3 | None 4.0 | Figure[5.36
Coastal DV | 100x100x30 | 10 80 3 5 0.1 500 10.0 5.0 1 0.5 | Uniform | 0.5 | Figure|5.37
Meanders I N/A N/A |10 |20 |50 |10 |1000 |1.0 1010 M 1 | Figure|[5.38
River L 100x100 5 100 |50 | 1.5-5]0.5 900 0.1 1.0 | 1.0 | None 2.5 | Figure|5.39
Landslide H 100x100 20 200 [ 10 | 2.5 0.2 500 0.1 1.0 | 1.0 | None 4 Figure [5.40
Volcano DV 100x100x40 | 50 150 |30 | 1.0 5.0 2000 1.0 1.0 | 5.0 | None 0.8 | Figure|5.41
Karst BV 100x100x50 | 2 1000 | 40 |5 0.5 500 10.0 5.0 | 0.5 | Uniform | 20 | Figure(5.42
Tunnel DV | 100x100x50 | 1 100 | 100 | 2.5 0.1 500 1.0 1.0 | 1.0 | None 0.8 | Figure|5.43
Wind DV | 100x100x50 { 0.2 | 100 |10 | 1.5 0.9 1.5 1.0 1.0 | 1.0 | [PPG*19] | 0.5 | Figure|5.44
Underwater H 100x100 10 100 | 50 | 2.5 0.9 1000 1.0 1.0 | 1.0 | [Sta03] 4 Figure[5.45

Table 5.2: Parameters used for the generation of the terrains presented in Section with "Rep" the representation (H: Height field, DV: Density
voxels, BV: Binary voxels, L: Layered, I: Implicit), "Res" the resolution in metres per voxel or cell, #P the number of particles per iteration, #N the
number of iterations, R the particle radius (in voxel or cell unit), COR the coefficient of restitution, pparicle the particle density in kg m 3, Cyetor, € and
w respectively the capacity, erosion and deposition factors, "Vel field" the type of velocity field used, and ¢ the computation time of the simulation in

seconds on CPU. (1) The velocity field is a vector field defined as vgyiq(p) = [0 sin(px) 0]T.

SINsAY “G'S

S91



166 Chapter 5. Erosion simulation

Figure 5.47: Combination of multiple erosion types. On an initial synthetic 500x500x50 density voxel
grid, wind erosion is applied on the surface of the terrain while hydraulic erosion shapes the rills and
the base of the mountains. A water current digs its borders and spreads sediment at the bottom.

5.5.8 Multiple phenomena

A terrain eroded with multiple erosion phenomena applied on a 500x500x50 density-voxel grid is
illustrated in Figure [5.47] Here, water-density particles apply rain on the terrain while the coasts of
the river are eroded due to a velocity field defined at the water level. The velocity field defined in the
air mainly affects particles with air density, allowing wind erosion to be applied at the same time. The
computation of these effects took 7 seconds on CPU.

The particle density directly influence the impact of the velocity field on their trajectory, as we can see
in Figure[5.31] Denser particles fall to the bottom of the basin while lighter particles are transported
by the wind, increasing the abrasion on the windward slopes and leaving the shaded slopes untouched.

5.6 Comparisons

In the following section, we compare our method with existing ones to show that while we are versatile
on terrain representation, we are also able to reproduce various effects without applying specific
algorithms. The other works are displayed in blue to distinguish them from ours.

5.6.1 Coastal erosion on implicit terrain representation

Paris et al. present an erosion simulation method applied to implicit terrains able to create coastal
erosion, karsts and caves by adding negative sphere primitives in the terrain’s construction tree
[PGP*19]. The positions of the spheres are determined using Poisson disk sampling at the weakest
terrain areas defined by the Geology tree of their model. They simulate the corrosion effect of water
on rocks. Our work is also able to approximate this phenomenon by defining the position of these
sphere primitives at the locations where the water particles hit the surface. While the computation time
for the positions of the spheres is higher due to the fact that we evaluate the position of our particles
at every time step in the implicit model (which could be improved by triangulation of the implicit
surface, or better, a dynamic triangulation), the distribution of our erosion primitives is based on a
physical model instead of a mathematical one. This means we can more easily integrate the direction
and strength of waves, for example. The management of their sphere primitives can be replicated with
our method by considering that a particle exists until a collision occurs, at which point it disappears.
Their method does not conserve the mass of the terrain, which is acceptable for corrosion simulation
but limits its validity for other erosion simulations. In our method, the particle can be tracked until it
settles, ensuring mass conservation. Figure [5.48]displays a comparison of our method with [PGP*19].
Observing real world eroded cliffs in Figure [5.49] our method is able to emulate both plateforms and
cavities.
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Figure 5.48: The algorithm proposed by allows for the simulation of coastal erosion (left),
which we can reproduce almost identically by allowing our particles to collide only once with the
ground and applying only erosion (centre). If we apply our erosion with full tracking of our particles
and using deposition, we can achieve more diverse results (right).

Abrasion platform asséc')ciated with the John Smith’s Bay cave in Bermuda (Photo
present sea-level in Cyprus [GSS*16 credit: Akil Simmons)

Figure 5.49: (Left) Paris et al. emulate platform coastal erosion, (right) but our method is also able
to reproduce the irregular wave-cuts in reef and cliff erosions.

5.6.2 Weathering on voxel grid representation

Beardall et al. propose a weathering erosion on voxel grids by approximating and eroding continuously
the most exposed voxels [BBFJ10]. When a solid voxel is decimated, it is considered deposited and
is displaced down the slope until a minimal talus angle in the terrain is reached. If the deposition is
eroded again, it disappears. Our work is able to reproduce their algorithm by sending our particles
from a close distance to the terrain surface. By doing so, we reproduce both the erosion and the
deposition processes since the air particles, filled with sediment, fall automatically towards the local
minimum of the erosion point. Similarly as their work, we can easily define the resistance value of
materials to add diversity in the results. By adding the possibility of a wind field (even a very simple
uniform vector field) to the simulation, we naturally add the wind shadowing effect that protects a
goblin surrounded by larger goblins and also allows the deposit slope to align more closely with the

wind direction (Figure [5.50).
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&

Figure 5.50: The algorithm proposed by Beardall et al. allows for an efficient simulation of spheroidal
erosion, making the creation of goblins on voxel grids in a plausible way (left) [BBFJ10]. Our
algorithm naturally erodes the most exposed areas of the terrain when particles are affected by wind

(right).

5.6.3 Hydraulic erosion on height field representation

The method proposed by Mei et al. integrates and adapts to the GPU the pipe model
proposed by O’Brien and Hodgins for fluid simulation [OH95||. This simulation is simple but efficient
enough to approximate the Shallow Water Equations in real time and uses the speed of columns of
water to compute the erosion and deposition rate on the 2D grid of the terrain at each time step. Using
columns of water even allows the flow to overpass small bumps on the terrain over time. Our method
initially relies on a stable fluid flow that is consistent throughout the lifetime of a particle, but by
refining the simulation at each time step instead of at the end of the particle’s lifetime, our erosion
model is able to reproduce this effect, allowing the terrain to have a single batch of fluid moving
through it. Our method can be seen as a generalisation of Mei et al., which can then be used on more
than just discrete 2D grids. Figure[5.51] presents a comparison between and our method on
an identical terrain. We observe that our terrain surface is not completely smooth, but rather uneven as
is the case in real slopes, with rills and gullies, as shown in Figure[5.52]

Figure 5.51: While our resulting geometry for hydraulic erosion (bottom) is less smoothed than that
proposed by Mei et al. (top) , our method emulate the presence of rills at the ground surface,
and allows its application on more terrain representations than just height fields.



5.7. Conclusion 169

Figure 5.52: Hydraulic erosion on slope without human intervention tends to create rills or gullies
instead of smooth surfaces - Photo credit: (left and center) and Geoparque Villuercas-
Ibores-Jara, Portugal (right).

5.6.4 Wind erosion on stacked materials representation

Paris et al. simulate the effect of wind over sand fields defined on stacked materials, creating
dune structures, even taking into account obstacles alike Roa and Benes [RB04] and different material
layers such as vegetation [CCB*17]], which are not affected by abrasion. A wind field simulation
is required to produce results, and while Roa and Benes and Onoue and Nishita [ONOO] consider
a uniform vector field, this work considers a dynamic vector multi-scaled warped field derived
from terrain height. The sand grains then apply multiple moves: sand lift, bounces, reptation and
avalanching. Once the sand is lifted by the wind, the trajectory of the grains can be seen as the
displacement of particles, fitting completely with our model, as illustrated in Figure[5.53]

Figure 5.53: The algorithm from Paris et al. allows for the generation of desertscapes (top), which
we can (at least partially) reproduce with our erosion simulation (bottom). The different effects are

achieved by altering the wind direction and strength [PPG*19)].

5.7 Conclusion

We presented a general particle-based erosion framework that decouples terrain alteration from material
transport and operates uniformly across height fields, layered models, voxel grids, and implicit 3D
terrains. By driving independent particles with simple physics and optionally an external velocity field,
our method reproduces a wide range of geomorphological effects using a single set of abstractions and
a small, intuitive parameter set: rain-driven rilling, coastal undercutting, river meanders, landslides,
aeolian abrasion, and underwater smoothing.
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The key advantage is representation-agnosticism: the same erosion logic applies whether the terrain
is a 2.5D image or a fully volumetric implicit and voxel field. This enables users and developers to
switch representations without redesigning the erosion algorithm, and to trade speed for fidelity by
swapping in different flow fields (from hand-authored vectors to CFD) without modifying the erosion
core.

In practice, while similar particle physics is used on different terrain representations, using similar
parameters does not ensure the same eroded terrain. Surfaces and normals being approximated
differently have a rippling effect on particle trajectories. Note that not all effects can be applied to
all representations due to their 3D nature. For instance, karst generation, an intrinsically volumetric
structure, is not applicable on 2.5D data structures.

Realism. The realism of the erosion simulation is highly correlated to the size and quantity of
particles used and their distribution. Using too few or distributing them too sparsely results in a terrain
that is unrealistic, since the alteration will have localised effects, breaking process homogeneity.

The resolution is also limited by the number and size of the particles, which can be problematic on
implicit terrains that can theoretically have infinite resolution.

Our method allows erosion on implicit terrains. However, in its current form, our algorithm is
time-expensive on implicit representations, since a large number of primitives are added to the
composition tree. Using skeleton-defined primitives [Hon13, RGF0O0] from particle trajectories and
erosion/deposition values could be a solution to optimise computation time.

Usage of velocity fields. In our erosion algorithm, we simplify particle physics to enhance com-
putational efficiency and facilitate parameterisation. We use the velocity field from fluid simulations
to approximate particle velocities. Sediment mass is harnessed to compensate for this approximation,
allowing compatibility with various fluid simulation algorithms. Velocity fields can be recomputed at
a frequency that meets the application’s needs, ranging from "classic erosion simulation" (recomputed
at each time step) to "simple simulation" (never recomputed). We addressed provisional adjustments
to mitigate discrepancies when terrain changes due to erosion are not reflected in a static velocity field
in section Section However, it is important to note that these are expedient solutions and may
not fully capture the precise dynamics of an evolving terrain.

Performances. To facilitate parallelisation, we intentionally overlook particle interactions and
sediment exchanges, albeit at the expense of achieving smoother results. Surface collisions are simpli-
fied to basic bounces with a damping parameter instead of relying on complex particle and ground
properties (Young’s modulus, friction, material, ...) [YZKF20], further easing the parameterisation
process. However, these simplifications, combined with the inherent discrete nature of particles, as
opposed to the continuous nature of erosion, result in a correlation between realism and particle count.

The performance of our method is influenced by the time required for collision detection. Consequently,
we mainly observe better performance with explicit terrain models than with implicit models.

Particle’s atomicity. While we can replicate various effects, the "fan" shape commonly observed
in natural erosion patterns is not perfectly represented. This limitation arises because we do not account
for the splitting of a particle, a process that significantly influences the multidirectional dislocation
and trajectory of individual particles [RTG60]. Additionally, we acknowledge an issue where particles
may collide with the ceiling and the deposition becomes stuck. While a potential resolution involves
splitting particles upon impact rather than simply depositing sediment, this introduces complexities to
the parallelisation layer of the method. Allowing particles to split introduces unpredictability in the
total number of particles that will exist in the simulation. This unpredictability complicates the use
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of multi-threading. Future work includes finding a data structure allowing this splitting efficiently,
leading to more realistic erosion patterns.

Simulation with multiple materials. One aspect we have not addressed is a layered terrain with
multiple materials. In the native form of our method, we do not consider the transport of different
materials (all sediment is considered as sand), but by storing a list of the different materials and the
quantity transported by each particle, the same simulation process could be done at the cost of some
memory and performance overhead.

Another possible adaptation of the erosion strategy for material voxels is to extend the erosion
computation from binary voxels by defining transformation rules from one material to another when a
voxel is eroded a number of times #hits < —C or #hits > C. For example, the material "clay" may
transform to "sand" when eroded, or to "rock" when many depositions occur.






Conclusion

This thesis presents our work on the procedural generation of underwater environments, focusing
particularly on coral reef islands. By situating our work at the intersection of computer graphics and
marine biology, we addressed the unique challenges posed by seascapes: sparse and incomplete data,
multi-scale structural complexity, dynamic biological and hydrodynamic processes, and the tension
between automation and user control.

Our first contribution introduced a user-guided procedural framework for coral reef island generation
(Chapter [3). The method begins with sketch-based input, where the user provides two orthogonal
projections defining the island’s outline and elevation. A long-term environmental deformation field
representing factors like prevailing wind or current is then applied to shape the coarse geometry
realistically over time. The resulting heightmaps serve as training data for a conditional Generative
Adversarial Network (cGAN), which learns to produce diversified yet controllable variations of reef
islands. This hybrid approach leverages both deterministic user input and stochastic neural synthesis,
ensuring that the generated terrains remain ecologically plausible while enabling rapid, large-scale
seascape generation.

The second contribution proposed a semantic representation of terrains using environmental objects
(Chapter[). Here, underwater features such as canyons, coral colonies, or rocky outcrops are abstracted
into symbolic entities governed by rule-based interactions. Instead of simulating full multiphysics
processes, these semantic objects encode simplified ecological and geological relationships. By
decoupling terrain structure from heavy physical simulations, this representation enables interactive
editing: users can rearrange symbolic layouts or modify ecosystem composition without committing
to a specific geometric representation. The result is a fast, low-cost synthesis pipeline that preserves
expert knowledge and bridges the gap between domain specialists and procedural modelling tools.

Our third contribution introduced a particle-based erosion model that is parallelisable, representation-
agnostic, and applicable to both terrestrial and underwater terrains (Chapter [5). Designed with user
control in mind, the model exposes intuitive parameters and guiding fields that allow users to steer
erosion behaviour and achieve desired landscape outcomes by adjusting flow direction, particle
emission positions and erosive agent properties. Sediment transport and deposition are simulated
using discrete particles that move under simplified hydrodynamic and gravitational forces: they erode
material from steep slopes, carry it along currents, and deposit it in calmer regions, reproducing
processes such as coastal cliff retreat, reef slope scouring, and lagoon sedimentation. Implemented for
efficient execution on modern hardware, the algorithm operates across various data representations
(heightmaps, voxel grids, or layered models) while maintaining scalability. This controllable erosion
stage enriches procedural terrains with naturalistic details and realistic ageing effects, reinforcing the
creative and interpretative role of the user in shaping virtual environments.

Together, these contributions form a coherent pipeline that keeps the user central in the content creation
loop, from large-scale landscape definition to robot-scale detail refinement. This philosophy of guiding
rather than replacing the human designer responds directly to the need for controllable, transparent,
and explainable virtual environments.

173
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Beyond the specific methods presented, this work underscores a broader insight: procedural generation
for underwater environments is most powerful when it blends process-informed models, simplified
ecological rules, and human expertise. It is this combination that enables both scientific discovery and
creative exploration in domains where direct observation is difficult or even impossible.

Future work and research perspectives

Future work and research perspectives span several directions that extend the foundations established
in this thesis. These directions aim to deepen the modular, user-centric approach to terrain generation
by incorporating recent advances in data-driven modelling, procedural inference, and simulation
surrogates. Each perspective addresses a distinct aspect of the pipeline. While technically diverse,
these perspectives share a common goal: to enhance user control while reducing reliance on manual
tuning or exhaustive simulation, and promote adaptability across creative and scientific domains.

Inverse procedural generation An interesting direction would be to infer procedural rules from
an observed terrain and its semantic elements by inverting the symbolic framework of Chapter[d The
aim is to analyse a single scene, and abstract it as environmental objects to hypothesise placement,
implicit geometry [GDGP16] and interaction rules that could generate similar patterns [SBM*10),
SKC*14]. Scene analysis involves mapping observed entities and spatial distributions [EVC*15]] into
the symbolic vocabulary. Rule hypothesis then explores candidate constructs, followed by forward
simulation to validate and adjust parameters until regenerated outputs resemble the original scene.
Once validated, the inferred rules can be used to extend the terrain beyond observed boundaries,
simulate temporal evolution, or perform inpainting.

User-data-driven generation We could develop generative models that learn terrain design style
from a limited archive of prior creations of a single user by building on the sketch-based cGAN
method of Chapter [3]or through neuroevolution [SBMOS5| |[CLM24] in association with the generation
rules inferred on the semantic representation of the user terrains. Generating label maps from point,
curve and region environmental objects may provide a way to produce a dataset with data generation
and data augmentation. Once trained, freehand sketching of a label map generates the environmental
objects to populate the landscape, which stays conform to prior creations. The challenge is to propose
a representation scheme for the cGAN architecture that outputs environmental objects’ skeleton and
properties.

Learned erosion model A final work proposed from this thesis is the learned approximation of
erosion from Chapter [5|to enable fast terrain ageing with controllable fidelity. Provided an initial flow
field [TSSP17]] and terrain as a voxelised image and the resulting grid after erosion iterations with
varied particle counts, the training of a 3D cGAN [OT18] or Transformer [VSP*17] could result in
a learned-based erosion model. If stable enough, this model would enable interpolation directly on
a desired number of particles and wind flow direction in the way of a Nerf [MST*20]. Providing a
model for each possible environmental object of a terrain could be a means to generate each 3D model
plausibly.
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Publications and Conferences
The erosion method presented in Chapter [5]led to a publication in an international journal:

* M. Hartley, N. Mellado, C. Fiorio, N. Faraj. Flexible Terrain Erosion. The Visual Computer
40, 4593-4607 (2024). Best Student Paper Award.

Additional works are currently in preparation for publication:

* M. Hartley, L. Jean, K. Godary-Dejean, O. Deussen, B. Benes, N. Faraj. Procedural Underwa-
ter Terrain Generation with Environmental Objects. In preparation.

* M. Hartley, N. Faraj. Procedural and Learning-Based Generation of Coral Reef Islands. In
preparation.

These works have also been presented on multiple occasions:

¢ International Conferences:

— M. Hartley, N. Mellado, C. Fiorio, N. Faraj. Flexible Terrain Erosion. Computer
Graphics International, Geneva, Switzerland, 2024.

¢ National Conferences:

— M. Hartley, N. Mellado, C. Fiorio, N. Faraj. Algorithmes d’érosion pour la génération
de terrains 3D. Journées Francaises d’Informatique Graphique, Bordeaux, France, 2022.

— M. Hartley, L. Barthe, B. Benes, O. Deussen, C. Fiorio, N. Faraj, K. Godary-Dejean.
Génération de terrains par processus itératif : application a la génération d’iles coralli-
ennes. Journées Francaises d’Informatique Graphique, Montpellier, France, 2023.

* Workshops:

— M. Hartley. Procedural Generation of 3D Underwater Environments. Computer Science
and Robotics Tools for 3D Marine Underwater Environment Monitoring and Modelling,
Montpellier, France, 2022.

— M. Hartley. Procedural Generation of 3D Underwater Environments. Workshop on
Underwater Environment Monitoring and Modelling, Montpellier, France, 2024.

This work was carried out in collaboration with national and international partners, whom I would like
to thank sincerely:

* IRIT, Université de Toulouse, France: with N. Mellado and L. Barthe (including a one-month
visit),
* Universitit Konstanz, Germany: with O. Deussen,
* Purdue University, USA: with B. Benes (including a one-month visit).
The overall goal of this work is to propose methods for generating underwater environments for
mission simulation and planning in the context of autonomous robot validation. To enable practical

use, our methods were integrated into a mission editing tool based on Unreal Engine 5, developed by
our software engineer Q. Guillot.
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Appendix

Smoothmax Function

Boolean operations such as union, intersection, and difference are fundamental in logic and have
been widely adopted in computer graphics, particularly in Constructive Solid Geometry (CSG). In
this context, they are used to combine geometric primitives into complex shapes. However, while
boolean functions are naturally discontinuous, modern rendering pipelines typically favor smoothness
to enable effects such as anti-aliasing, gradient shading, and physical simulation. This has led to the
development of smooth operators: continuous, differentiable approximations of boolean functions.
The ideal objective is to construct operators that are not only smooth but infinitely differentiable, also
known as functions belonging to the class C*.

i e

k=100 k=1000
k=10 k=20 k=100 k=1000

Figure A.1: Top: Smooth union of a sphere of radius 0.1 with a plane rendered with Shadertoy
shows the effect of the sharpness parameter k. Lower values blends smoothly while larger values
approximate the boolean union operator. Bottom: Multiple spheres blended together with the same
setup with the same k values by chaining the smax operator.

A.1 Definition of the Smoothmax function

In Section [3.4.2 we introduced the Smoot hmax operator smax : R? — R as a smooth approxima-
tion of the max operator, defined with the sharpness parameter k > 0 as:

1 b—a 1 b—a
SmaX(a,b) —ﬂ—{—im—‘—zm (Al)
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Figure A.2: Plotting the function f(x) suggests continuity, with the sharpness parameter k equal to 1,

2, 5, 10 for the curves red, green, orange and blue respectively; although it is initially undefined at
x =0.

We observe that for 2 = b, the final term becomes undefined due to a removable singularity in the

expression %, potentially introducing a discontinuity. In this section, we demonstrate that this

function is in fact continuous on IR? and is infinitely differentiable, i.e., smax € C®.

It is evident that the only potentially problematic term in smax is %, as the rest of the
expression is composed of standard smooth (C*) functions.
To simplify our analysis, define the auxiliary function:
X
f) =1 & (A.2)
Then we express
1 b—a 1

smax(a,b) =a+ =

5 . 1 _i_efk(bfll) + Ef(b—ﬂ)

To assess the continuity and differentiability of smax, it suffices to analyze f in a neighborhood of
x = 0, where the apparent singularity arises.

A.2 Continuity: CY

From Figure we observe that f appears continuous at x = 0. However, directly evaluating f(0)

yields the indeterminate form 8. To resolve this, we apply L’'Hopital’s Rule:

: . x
)l(lg(l)f(x) B alcgr(l) 1—ek  H(x)
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where

Thus,

g 1 1
chlg}) W(x) 31613(1) ke—kx — k’ (A-3)

Since the limit exists and equals %, we define
f0) = . (A.4)

This definition removes the singularity and ensures that f is continuous on IR. For the case a = b, we
then have

1
smax(a,b) =a+ % (A.5)

The complete definitions of the functions using Equations (A.2) and (A.4) and Equations (A.T)
and (A.3) are:

x
[Toem ¥ #0
=41 ,
E ,XZO
( 1 b—a 1 b—a
a+ = - + = ,a#Db
—k(b— —k(b—
smax(a,b) = 21 e )
a—i—ﬁ ,a=1">

We have shown that f is continuous on IR, and thus smax is continuous on IR?, meaning smax € CV.

A.3 Smoothness: C*®

In this section, we prove that smax is infinitely differentiable. Since it is composed of standard smooth
functions and the auxiliary function f(x) = ;— = it suffices to show that f € C*(R).

We prove this by induction on the number of derivatives of f.

e Base case: As shown earlier, f is continuous on IR with the singularity at x = 0 removed by
defining f(0) := % Hence, f € C°.

o Inductive step: Assume that f (n) exists, is continuous on IR, and is expressible in the form

, P, (x, —kx
F) =

where P, is a smooth function of x and e~**. This form arises naturally from repeated applications of
the quotient and chain rules:
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ka)

— The denominator gains a factor of (1 —e with each differentiation, hence the power (17 + 1).

— The numerator P, is a recursively constructed smooth function resulting from differentiation
of P,,_1 and the chain rule applied to e~k*_ Since e =¥ is smooth and all operations preserve
smoothness, P, (x, e~**) remains smooth.

Differentiating f(") using the quotient rule (%)/ = ”Z’vi”v

we get

—kx
f(n+1) (X) = ;x ((fn_<;c,—elcx)n3-1> /

which results in a new expression:

—k
Ft) () = Pyia(x,e™™)
- (1 _ e*k}C)ﬂ‘i’Z,
where P, 1 is again a smooth function of x and ek obtained via product, chain, and sum rules.
Importantly, we do not need the explicit form of P, 1, it suffices to know it is smooth.

At x = 0, both numerator and denominator vanish, but to the same order. The denominator vanishes
to order n + 2 due to the Taylor expansion:

Kx?2  K3x® Kt KX
_ ,—kx _ _ 6
1—e ™ =kx > T ¢ i +120+O(x ),

and Py, 1(x, e*kx) also vanishes to order at least 77 4 2 due to the construction. Thus, any singularity
at x = 0 is removable, and f (+1) can be continuously extended there.

By induction, f (") exists and is continuous for all 1 > 0, so f € C®°(R). Since smax is built from
smooth functions and f, we conclude that smax € C®(IR?).

Moreover, since f(x) = 1—%“ is composed of analytic functions with a removable singularity at

x = 0, f is real-analytic on IR. Consequently, smax is also real-analytic on R2.

A.4 Operator’s symmetry

We will briefly prove the symmetry of smax by showing that smax(a, b) = smax(b, a). The case of
a = b is obviously true.

Let’s note x = b — 4, and decompose smax(a,b) = a + g(x). We want to show that for all a, b we
have

smax(a,b) = smax(b,a)
—a+g(x)=(a+ ) 8(—x)

= g(x) —g(—x) = (A.6)
By rearranging the function g, we obtain
=5t
= I—ek T1qek
_ X 1—e™™ n 14ekx
2\ (1 e k) (1 —e k) T (14 e k) (1 —ehx)
X 2
T2 12
SR — (A7)
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Developing Equation |b and let r = ¢2* > 0:

X —X

g(x) —g(—x) - 1 — e—2kx o 1 — e2kx (A.8)
x eka x
- (1 _ ekax) ' e2kx + 1—7 (A.9)
r 1
_x<r—1+1—r> (A.10)
:xG::) — x. (A11)

We shown that ¢(x) — g(—x) = x, resulting in the proof that smax(a, b) = smax(b, a) for all a, b.

A.5 Practical expressions for smax(a,b) and its derivatives

In applications such as shading, soft blending, and physical simulation, efficient evaluation of
smax(a, b) and its first and second derivatives is often required. This section provides compact,
implementation-ready expressions for these quantities.

Function value

(b-a) ( 1 1 ifa4£b
smax(a,b) = {a * . 7 \Tyekta T 1*6*"“’*“)) 1 a7 (A.12)
a+ 5 ifa=">

First derivatives

aaa smax(a,b) = —g1(a,b) (A.13)
aabsmax(a,b) = g1(a,b) (A.14)

with

eZk(b*ﬂ) (ezk(b—u) _1) '
fa#b
g1(a,b) = (b= 17 if a #

Second derivatives

02 02

32 smax(a,b) = 352 smax(a,b) = —go(a,b) (A.15)
0? 02

309b smax(a,b) = 3090 smax(a,b) = g2(a,b) (A.16)
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where the second derivative of the core function is given by

4ke?k¢2K0 (2K (ka—kb—1)+e?t (ka—kb+1) )

g2(a,b) = (ezkb,ezklz)3 )
0 ifa="

ifa#b

The expression is algebraically heavy, but all terms are composed of simple exponentials, products,
and powers, making it fast and safe to compute in practice, and the redundant components can be
cached (in particular e2* and e?). At x = 0, we have £2(0) = 0 by symmetry and smoothness of
the underlying expression.

A smin operator can be derived directly from the smax by reversing the sign of the sharpness
parameter ksmoothmin = —kSmoothmax-

A.6 Comparison with other smooth maximum functions

To evaluate the practical performance of the Smoothmax operator, we compared it with two com-
monly used alternatives:

e LogSumExp:

LSE(a,b) = %log (ek” + ekb) (A.17)

This is a popular smooth approximation to max(a, b), widely used in machine learning.
* Smooth Absolute Max:

a+b 1 —k|a—0|
——+ 5 log (1+e ) (A.18)

AbsMax(a,b) =

A symmetric blend of the average and the absolute difference.

* Smoothmax:

(b—a) < 1 1 ) .
smax(a,b) = Tt . 7 \Tqekn T [k Tfﬂ #b
@ ok ifa=Db

Our symmetric and infinitely differentiable approximation, designed to behave well under
chaining and small sharpness variations.

We compare these functions across four benchmarks: chaining behavior, sharpness resolution, runtime
performance, and aggregation error.

Chaining behavior

We evaluate each operator by chaining it over 7 inputs drawn randomly from [0,100]. The true
maximum is compared to the approximate maximum, and errors are averaged over 100 trials per .
Figure [A.3]shows that the Smoothmax operator consistently provide an accuracy multiple order of
magnitude higher than the Smooth Absolute Max operator, and similar order of magnitude than the
LogSumExp operator.
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102 Chaining Error vs. Input Count (k=5, 100 trials)

10! |

100

1071 4

Absolute Error (Mean + 95% ClI)

1073 4

—— Smoothmax (Ours) Mean Error
LogSumExp Mean Error
—— Smooth AbsMax Mean Error

1074 4

0 20 40 60 80
Number of Inputs Chained

Figure A.3: Mean absolute error as more values are chained together (k = 5).

Precision and sharpness

We also test how each function converges to max(a, b) as sharpness k increases. We fix two very
close inputs 2 = 1.0000 and b = 1.0001 and sweep k over several orders of magnitude. We see in
Figure[A.4]that for small values of k, the AbsMax operator is closer to the ground truth, but as k tends
to exaggerated high values, the Smoothmax operator gets significantly more accurate. When fixing
a = 1.0000 and b = 1.01 or b = 2.0, AbsMax operator’s error becomes higher by multiple order of
magnitude, while the LogSumExp and the Smoothmax operators have identical behaviours.

Runtime benchmark

To get a rough idea of performance, we measured the average time (in microseconds) for a single
call of each function over 10 000 repetitions, using scalar inputs and k = 5. Results are presented
in Table[A.T] This test was conducted with using Python 3.10 and NumPy 1.25 on a Linux system
with a modern multi-core CPU and 14GB of RAM. We note that the LogSumExp function is more
time consuming as it contains two exponential componants and a log function, with a risk of overflow
that for large values of a, b or k. On the other hand, the Smoothmax operator contains a single
unique exponential componant that quickly fall to O for large values of k or difference between a and
b, keeping it stable (Figure presents floating point overflows).

Fixing k = 2.0, 2 = 0.0 and limiting data type to 4 bytes floating points representation, LogSumExp
and AbsSumMax overflows at b = 45.0, and b = 355.0 for 8 bytes representations, while the
Smoothmax function does not have limit as exp (-k * (b — a)) is simply truncated to O as
k(b — a) gets large. Moreover, the Smoot hmax computation rely on the difference between the input
(scaled by k) in the exponential operators, while LogSumExp rely on the sum of e and e, which
overflow quickly if a and b are both larger than 1.
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Approximation Error

= = - = =
e o ° o °

Approximation Error

[

Approximation Error

1077

Precision vs. Sharpness (a = 1.0, b = 1.0001, diff = 0.0001)

Low k values High k values
-2
10 Operator
LogSumExp
10-3 —— Smooth AbsMax

—— Smoothmax (Ours)

40

Sharpness (K

60

)

Low k values

80 100 0 20000 40000 60000 80000 100000
Sharpness (k)

Precision vs. Sharpness (a = 1.0, b = 1.01, diff = 0.01)

High k values

1078 Operator
LogSumExp
—— Smoothmax (Ours)

40

Sharpness (K

60

)

Low k values

80 100 0 20000 40000 60000 80000 100000
Sharpness (k)

Precision vs. Sharpness (a = 1.0, b = 2.0, diff = 1.0)

High k values

Operator
1072 LogSumExp
1073 —— Smoothmax (Ours)

1077

_10®
_107
_10
_10
_10
_10
_10

—~10-1

20

40

Sharpness (k)

60

80 100 0 20000 40000 60000 80000 100000
Sharpness (k)

Figure A.4: Approximation error as a function of k for different values of a and b compared to
max(a, b). Error is greater for smaller differences between a and b. Left shows that the operator is
comparable to all other operators for sharpness values below 100; right show that for large sharpness
values, the Smoot hmax operator behave similarly as LogSumExp, while the Smooth Absolute
Maximum operator stagnate with a lower accuracy than the others (error of Smooth Absolute
Maximum is too large to be displayed when the difference between a and b exceeds 0.001).
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Figure A.5: Top: Comparison of error between the LogSumExp, Smooth AbsMax and the
Smoothmax operators when chaining the operators on data between 0 and 100 while restrict-
ing the floating point precision, with from left to right respectively k = 5, k = 10, and k = 50. Bottom:
We chained the operators for values between 0 and 1000, which raise overflows for LogSumExp
(thus the data not displayed for 'float64’ and ’floatl6’).

Function \ Time

Smoothmax | 1.40
LogSumExp | 2.68
AbsMax 1.80

Table A.1: Average runtime per call (in ys)

Overall, Smoothmax performs best across the board:

* It keeps errors low even when chaining over many values.

* It converges smoothly and accurately as sharpness increases.
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* It is fast to compute and numerically stable.

This makes it a practical and robust replacement for max(a, b) in simulation and graphics tasks where
smoothness matters (such as raymarching, as illustrated in Figure[A.T).

A.7 Relationship to prior work

After deriving the formula in Equation (A.7):

b—a
smax(a, b) =a+ m,
we found it is algebraically equivalent to Quilez’s "sigmoid" smooth-min function [[Quil3]] under
the standard transformation smax(a, b; k) = — smin(—a, —b; kquile;) With the parameter mapping
kquilez = ﬁ Accordingly, we do not claim novelty for the functional form. Our contributions are the
rigorous smoothness/analyticity proofs, closed-form derivatives with @ = b limits, and numerically
stable implementations and benchmarks.
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Computation of a metaball

In this section we develop in more detail the formulation used for metaballs in Chapter 3] for the
simulation of particle erosion on implicit terrains.

B.1 Linear metaball derivation

We use the following formula to evaluate a metaball in space with a center ¢ and radius R:

g(p) =ma><<1—’plzc|,0>, (B.1)

where the Euclidean distance is used, and g is clamped to zero outside the sphere of radius R.

We have a total amount Q to define in this space, so the final metaball function f must satisfy
f(p) =Ag(p), / f(p)dp =Q (B.2)
PEBR(c)

where Bg(c) denotes the ball of radius R centered at c.

Exploiting radial symmetry, we set ¥ = %;q € [0,1] and write g(p) = 1 — r. In spherical

coordinates of the normalised point (p%C), the volume element is R3 72 sin(8) dr d6 d¢. The integral
of ¢ over Br(c) becomes

R? /01 /Oﬂ/ozna—r) 2 sin(6) dr do do
=R3 [/01(1—1’)1*2dr] {/OnsinGdG} {/Oznld(p}

:R3><11—2><2><27T

7T
= RS, B.3
3 (B.3)

Given [ f = Q from Equation and [ f = A [ g, we obtain

_Q
1K

203

3
A —3 Q. (B.4)
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From Equation (B.2)), the normalised linear metaball is

3Q p—¢
flp) = — g3 mMax <1 - R 0> , (B.5)

representing the rate of change applied to the terrain’s evaluation function.
Derivatives

Letp=|p—c|,r =k, and il = @ (the unit radial vector). For 0 < r <1,

Vip) =i DR = oy ®.6)

We define by convention V f(c) = 0. The function f is only C?: the derivative ¢'(r) of its radial
profile is discontinuous at ¥ = 0 and » = 1, and the Laplacian diverges as r > 0.

The integration in voxel space is out of the scope of this appendix; a numerical solution is instead
proposed in Section [5.4.4]

B.2 Other possible radial falloff functions

The linear falloff in Equation is only one possible choice of radial profile. We write

= |pI;c|’ 3(p) = ¢(x),

X

where ¢ : [0, 00) — IR>¢ is compactly supported, i.e. ¢(x) = 0 for x > 1. If a smoother boundary is
desired, pick ¢ such that ¢(1) = 0 and ¢’(1) = 0 (or higher-order vanishing derivatives).

We want to decompose the final function as f(p) = A ¢(x) with A a scaling factor. Using spherical
coordinates and radial symmetry,

1
/PGIR3 ¢(p)dp = 47'[R3/0 ¢(x) x> dg, (B.7)
Jo

so that, given the total amount (), the normalisation reads

_Q _ p—¢
A= IR, f(p) = /\4’<R> - (B.8)

For implementation, it is convenient to record the radial derivatives once. Let p = ]p — C|, X = %,

and il = @ (defined for p > 0). For0 < x < 1,

VHp) = R #0071 Bf(p) = [0+ /(). ®9)

By convention, we set V f(c) = 0. The smoothness at x = 0 and x = 1 depends on ¢; if ¢'(0) # 0
or ¢'(1) # 0, the gradient is discontinuous at the corresponding point.
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Linear (Figure
¢$(x) = max(1—x,0)
¢'(x) = -1
¢"(x) =0
Jo = 15
_ 3@
A= R (B.10)

Continuity: C°; gradient discontinuous at
x = 0and x = 1. A standard piecewise-
linear choice.

Smoothstep (Figure

¢$(x) = max (1 —3x% 223, 0)

¢'(x) = —6x + 6x°
¢ (x) = —6+12x
Ip = 15
15
A= 4n1% (B.11)

Continuity: C' with ¢'(0) = ¢'(1) = 0;
widely used in graphics as the cubic smooth-

step [Per02)].

Smootherstep (Figure [B.3)

¢(x

(x) = max (110> +15¢* — 6°,0)
¢'(x) =
)

—30x% + 60x3 — 30x*

¢"(x) = —60x + 180x* — 120x°
_ 5
Jo = m
21Q
A= B.12
57 R3 (B.12)

Continuity: C* with ¢'(0) = ¢'(1) = 0;
quintic smootherstep popularized by Perlin

for higher-order smoothness [[Per02)].

!.
ul

Figure B.1: Top left: Linear profile. Top right:
deposition on a plane fpiane(X,y) = —y with
Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right: mul-
tiple eroding metaballs on an inclined plane.

Figure B.2: Top left: Smoothstep profile.
right: deposition on a plane fpiane(x,y) = —y
with Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right: mul-
tiple eroding metaballs on an inclined plane.

|

g
!

Figure B.3: Top left: Smootherstep profile. Top
right: deposition on a plane fpane(X,y) = —y
with Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right:
multiple eroding metaballs on an inclined plane.
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Wendland (Figure [B.4)
¢(x) = max ((1 —x)4(1+4x),0>
¢'(x) = —20x(1 —x)°
¢"(x) = —20(1 — x)*(1 — 4x)
_ 1
Jo = n
_21Q
A= (B.13)
Continuity: C? in 3D; a compactly sup-

ported, positive definite RBF of minimal de-

gree (Wen3).

Biweight kernel (Figure[B.5)

¢(x) = max ((1 —x2)2,0>
¢'(x) = —4x(1—x?)
¢"(x) = —4+124°
Jp = 105
~105Q
A= (B.14)

Continuity: Cl at x = 1 (and ¢'(0) = 0). A
quartic kernel from density estimation
WI93)).

Triweight kernel (Figure

¢(x) = max ((1 —x2)3,o)
¢'(x) = —6x(1—x%)?
¢"(x) = —6(1 —x%)(1 —5x?)
Jo = 3t5
_315Q
A= (B.15)

Continuity: C*> at x = 1 (and ¢'(0) = 0).
A sextic kernel in the KDE literature
WI93).

Figure B.4: Top left: Wendland profile. Top right:
deposition on a plane fpiane(X,y) = —Yy with
Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right: mul-
tiple eroding metaballs on an inclined plane.

|

>

=

|

4
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Figure B.5: Top left: Biweight kernel profile. Top
right: deposition on a plane fpiane(x,y) = —y
with Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right:
multiple eroding metaballs on an inclined plane.

1
_—  —————————

Figure B.6: Top left: Triweight kernel profile. Top
right: deposition on a plane fpane(x,y) = —y
with Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right:
multiple eroding metaballs on an inclined plane.
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Raised cosine (Figure B.7)

-
plx) = max (57, 0) —
¢’ (x) = —”72 cos(7x)
.
37 Q
A= —— = B.16
e o [
Continuity: C*® on (0,1) with . . .
¢'(0) = ¢/'(1) = 0; a standard compactly Elgure B.7: 'T(')p left: Raised cosine profile. Top
supported kernel in statistics [SHMFI3]. right: deposition on a plane fyiane(X,y) = —y

with Q = 0.1 and R = 0.75. Bottom left: erosion
with Q = —0.5 and R = 0.75. Bottom right:
multiple eroding metaballs on an inclined plane.

Any other compactly supported ¢ can be used: we just need to compute ]y once (analytically or
numerically) and plug it into Equation (B-g).
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